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Abstract: This article presents a new ab initio force field for the cofactors of bacterial photosynthesis, namely
quinones and bacteriochlorophylls. The parameters has been designed to be suitable for molecular dynamics simulations
of photosynthetic proteins by being compatible with the AMBER force field. To our knowledge, this is the first force
field for photosynthetic cofactors based on a reliable set of ab initio density functional reference data for methyl
bacteriochlorophyll a, methyl bacteriopheophytin a, and of a derivative of ubiquinone. Indeed, the new molecular
mechanics force field is able to reproduce very well not only the experimental and ab initio structural properties and the
vibrational spectra of the molecules, but also the eigenvectors of the molecular normal modes. For this reason it might
also be helpful to understand vibrational spectroscopy results obtained on reaction center proteins.
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Introduction

Chlorophylls and quinones play a fundamental role in plants and
bacterial photosynthesis. The former are found in reaction center
(RC) and light harvesting proteins involved in the primary charge
separation and in the collection of light, respectively. Quinones
also bind to RCs, but are involved in the proton transfer from one
side to the other of the cellular membrane. Both electronic and
vibrational spectroscopies of these cofactors are crucial to the
investigation of the structure and dynamics of reaction centers.
Indeed, because of their characteristic electronic spectra, chloro-
phylls have been used in resonant Raman (RR) and Fourier trans-
form infrared (FTIR) experiments on photosynthetic proteins as
selective probes of the structural transformations occurring upon
site-directed mutagenesis on the underlying protein. FTIR spec-
troscopy is also used to evince the proton transfer path in reaction
centers from changes in hydrogen bonding structure of the envi-
ronment around the quinones. More recently, �s time resolution
has been obtained in time-resolved FTIR investigation of electron
transfer between quinones QA and QB in the bacterial reaction
center of Rhodobacter (Rb) sphaeroides. Finally, femtosecond
kinetics of electron transfer and excitation relevant to photosyn-
thesis are routinely explored by time resolved electronic tech-

niques, such as stimulated emission and absorption. In many
instances, coupling between electronic and nuclear coordinates of
the cofactors affects in a nontrivial way the results of these
experiments.

This large amount of spectroscopic data has elicited theoretical
work on the assignment of the vibrational spectra of these cofac-
tors. In the past, empirical and semiempirical approaches have
been used to obtain a normal mode description of chlorophylls and
quinones.1–3 These techniques, although undemanding computa-
tionally, have the key most disadvantage that they are dependent
on a set of free parameters, which in turn, are determined based,
usually, on results on model compounds and on the chemical sense
of the investigators. Ab initio methods based on the density func-
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tional theory (DFT) have only began to be applied to these cofac-
tors in recent times.4–6 Unlike semiempirical calculations, DFT
methods can provide unambiguous results on structural and dy-
namic properties of small- to medium-size molecules. These cal-
culations are sufficiently accurate, include correlation and ex-
change effects, and at the same time are faster than other methods.
In conjunction with the Car–Parrinello approach7 of combined
electronic and nuclear coordinates optimization, this class of tech-
niques is capable of calculating static and dynamic properties of
large organic molecules in excellent agreement with experi-
ments.4,8,9 Due to limitations in computer power, ab initio-only
techniques cannot be applied in the time being to tackle problems
involving long time and large length scales, but can provide an
essential modeling tool for classical simulation methods such as
molecular dynamics (MD), which are better suited for that task.
Indeed, ab initio methods constitute the underpinning of the mod-
ern force fields for biologic molecules such as proteins, DNA, and
RNA.

Much in the same spirit, this article presents a comprehensive
classical force field for the cofactors of bacterial photosynthesis,
based on high-quality ab initio DFT calculations. In our investi-
gation an extensive set of structural and dynamical data was
obtained from DFT as reference data to test and refine a molecular
mechanics (MM) models of methyl bacteriochlorophyll (BChl)
and bacteriopheophytin (BPh) a, and of a derivative of ubiquinone
(U10). The structure and dynamics of the cofactors, their potential
energy surface, and their behavior in the condensed phase pre-
dicted by the new force field are in good agreement with both DFT
and experimental results. We stress that our new force field for
photosynthetic cofactors is the first to appear in the open literature
based on a reliable set of reference data and following closely the
AMBER potential parameters development scheme.10 Thus, it can
be used in combination with the AMBER force field to simulate
the cofactors in a protein environment. Simulations of bacterial
photosynthesis in the reaction center protein with our new force
field have already been successfully carried out.11

The article is organized as follows: In the next section we
present the techniques and methods used in our ab initio calcula-
tion and classical molecular modeling. Then in succeeding sections
we define and discuss all the potential parameters of the force field
for bacteriochlorophylls, quinone, and of their phytyl chain, re-
spectively. The same sections also provide details of the DFT
calculations and of their results vis-à-vis the experimental structure
and spectra. The article ends with a summary and conclusions.

Methods and Force Field Refinement

In this investigation, the general strategy for force field develop-
ment has followed a scheme similar in spirit to that applied to
amino acids and DNA bases to obtain AMBER.10 Thus, to de-
scribe bonded and nonbonded contributions our investigation used
the AMBER potential function, defined as:
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In this functional form, a force constant and an equilibrium value
define the force field for bond stretching (Kb,b0) and bond angles
(K�, �0), while the force constants, K� and K�, with the multi-
plicity factors, n� and n�, are necessary for proper torsions along
with corresponding phase factors, �� and ��, which are either 0 or
180°. Finally, dispersions and electrostatics interactions are han-
dled by Lennard–Jones functions and point charge Coulombic
potentials, respectively.

The departure points of our force field development have been
the existing AMBER potential parameters for the small fragments
that form the bacteriochlorophylls and quinones found in the
photosynthetic RC. Unfortunately, the RC cofactors are in part
composed of some unique molecular fragments not included in the
AMBER database for which an ex novo ab initio-based modeliza-
tion was performed.

To complicate matter furtherly, the direct extension of the
fragment parameters always need additional refinement when frag-
ments are part of a topologically complex compound. Thus, DFT
ab initio calculations were also carried out on the entire RC
cofactors to optimize their structures and compute their vibrational
normal modes. These data were used first to fit atomic partial
charges and then to refine the bonded part of the potential param-
eters.

As a final step, experimental data from X-ray crystallography
were used, when available, to check the structural properties in the
condensed state and to further refine the intermolecular parame-
ters. Because only the X-ray structure of a derivative of BPh—the
Methylbacteriopheophorbide (MeBph) with benzene12—is known,
we used this structure as the reference of our potential refinement.

In the following sections we discuss in details the techniques
and methods used to construct the force field for the RC cofactors.

DFT Calculations

In the past, ab initio calculations based on the Density Functional
Theory (DFT) approximation have been gaining popularity for the
application to biological and chemical systems.8,13 Indeed, these
calculations are faster than other methods and, at the same time,
accurate—including correlation and exchange effects. In conjunc-
tion with the Car–Parrinello approach7 of combined electronic and
nuclear coordinates optimization, this class of techniques is capa-
ble of calculating nuclear positions of complex molecules in ex-
cellent agreement with experimental X-ray structures.4,9,14 In par-
ticular, ab initio DFT methods have been applied successfully to
calculate structural properties of a bacteriochlorophyll deriva-
tive—the a type methyl bacteriopheophytins or MeBPh a.4,15

In this work, we have extended the ab initio investigation to the
determination and assignment of the normal modes of methyl
bacteriochlorophyll a, for which a first account was published on
ref. 6, and of an ubiquinone derivative. Those results were used in
the molecular modeling of RC cofactors described in this article.
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An additional part of this ab initio database are data obtained from
DFT calculations of an isolated methyl acetate (MeA) molecule
representative of two side chains attached to ring IV and V of
chlorophylls.

In our investigation, the electron ground state energy as a
function of the atomic coordinates {RI} is computed within den-
sity functional theory16 with the gradient corrected approximation
of Perdew and Becke17,18 for the exchange and correlation energy.
This approximation has been chosen because it is known to pro-
vide a fairly accurate description of hydrogen bonds.19 In our
computation only valence electrons are treated explicitly, and their
interaction with the ionic cores is described by soft pseudopoten-
tials of the Troullier–Martins type.20 The Kohn–Sham orbitals are
expanded on a basis of plane waves, with a kinetic energy cutoff
of 70 Ry, while the first Brillouin zone is sampled at the �-point
only. In view of the insulating character of this compound, and of
the relatively large size of the unit cell (39 to 86 atoms), this
approximation is expected to have negligible influence on the
computed properties.21 In the case of the gas phase molecule, the
volume of the periodically repeated unit cell (V � 9500 Å3) is
such that the interaction of the central molecule with the periodic
replicas is negligible. For all molecules discussed here, the calcu-
lations were carried out in a cell of 18 Å.

The atomic positions are relaxed by the DFT–molecular dy-
namics scheme of Car and Parrinello7 using a simulated annealing
procedure. The relaxation is continued until the residual forces on
the atoms drop below a preassigned threshold, that, in the present
computation is set to 10�5 in atomic units.

The ab initio vibrational modes were computed by diagonaliz-
ing a finite difference approximation for the dynamical matrix
using the first derivatives of the energy close to the minimum of
the energy. The assignment was done using a set of internal
coordinates and based on the M-matrix method.22 For the ubiqui-
none molecule, the energy profiles of a few dihedral angles were
calculated by constraining the angles at selected values in the
appropriate range during structure optimization.

All DFT ab initio calculations of this investigation were carried
out with the CPMD program.23

Force Field Refinement

The first step in developing a force field for RC cofactors was to
derive their electrostatic potential field directly from ab initio. We
then assigned to each atom a Lennard–Jones dispersion interaction
taken straightforwardly from AMBER. With this initial set of
parameters in place we refined the bonded forces terms of the
potential against ab initio results on the structure and dynamics of
the cofactors in vacuo. Then, dihedral force parameters of few
unhindered lateral chains were derived by direct comparison of the
ab initio and classical force field energy profiles. Finally, simula-
tions in condensed phases were carried out to check and verify the
potential parameters.

Electrostatic and Nonbonded Forces

Electrostatics was handled in our model with a set of partial
charges assigned to each atom. These charges can be derived by at
least two different schemes: fit to ab initio electrostatic potential

on a set of grid points around the molecule (ESP, or Electrostatic
Potential-based techniques24) or population analysis. In this inves-
tigation only charged derived by Mulliken population analysis
were used. This approach provides a set of charges obtained by
projecting the Kohn–Sham eigenstates onto a minimal basis of
pseudoatomic wave functions. To correct for the unassigned
charges, the Mulliken charges (MULL) of H, C, N, and O are
rescaled by constant factors to achieve charge neutrality and to
reproduce the three Cartesian components of the dipole moment
given by the ab initio computation.

By construction, the ESP charges reproduce quite accurately, in
a mean square sense, the higher electrostatic moments. This is not
the case of the Mulliken charges, which in principle, can reproduce
only the first moment, the dipole.

Bonds and Angles

The refinement of bond and angle force parameters in eq. (1) is
crucial to reproduce the local structure and the fastest vibrations of
the molecule. In our approach, a special stress was placed on
reproducing both the molecular ab initio frequencies and eigen-
vectors. This was done with the intention to producing a simple
classical force field close to spectroscopic quality.

To obtain this result, after a first optimization of parameters to
fit bond and angles equilibrium values, frequencies, and eigenvec-
tors were refined by iterative optimization of the force constants.
This adjustment was performed by hand to avoid any combination
of “unphysical” parameters that reproduce the reference data.25

Because of the correlation between force constants and equilib-
rium values, these optimizations were performed self-consistently
with several cycles involving adjustment of force constants fol-
lowed by new refinement of equilibrium values until convergence
of both structural and dynamical date was achieved.

Dihedrals

Dihedral angle terms in eq. (1) should reproduce the rotation of
chemical groups around bonds and out-of-plane modes. When
atoms chemically constrained on a ring are considered, rotations
are hindered while only deformations are possible. When, instead,
rotations around a bond was possible, ab initio calculations were
carried out to derive the potential energy profile for that torsional
rotation. This was carried out by optimizing the system structure
with a constraint on the dihedral angle. MM force constants were
then refined to reproduce that barrier and its symmetry. This is
achieved with one or more cosine functions, changing the multi-
plicity parameter n� and the force constants K� [see eq. (1)]. In
some case, more than one Fourier term was needed to reproduce
the energy barrier.

Molecular Mechanics and Simulation

Structural minimization is essential in our refinement process.
Indeed, each parameter modification must be followed by an
energy minimization to obtain the structural parameters and the
normal modes. Because of the complexity of the systems investi-
gated here and the large number of nearly equivalent isomers
generated by rotation of the numerous external groups, we used
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preferentially simulated annealing (SA) techniques to obtain the
global minimum. Several cycles of minimization were carried out:
after a few picoseconds at 300 K in the NVE ensemble, we used
the molecular dynamics (MD)-based SA scheme to arrive at low
temperature, followed by a conjugate gradient (CG) method to
minimize further. In the end the CG method arrived in all cases
studied at a gradient less than 10�7 kcal/mol Å�1. Subsequent to
minimizations, the dynamical matrix in Cartesian coordinates was
computed by numerically evaluating the second derivative of the
potential at the minimum of the total energy.26 Then, the computed
normal modes were transformed into a set of nonredundant inter-
nal coordinates,27 and the assignment of the normal modes was
carried out based on the M-matrix method.22 This technique pro-
vides a description of each frequency as a combination of internal
modes that correspond to energy terms in eq. (1), i.e. stretchings,
bendings, and torsions.

Condensed phase simulations in the isobaric-isothermal (NPT)
ensemble were carried out with the extended system approach that
involves adding extra dynamical variables to the systems to control
temperature and pressure.28–31 Although other approaches are
possible,32 only techniques of this class are able to generate the
desired equilibrium distribution functions. Throughout this study
NPT simulations were carried out using the atom group scaling
algorithm fully described in ref. 33 and implemented in our MD
program ORAC.34 The integration of the equations of motions
is achieved using a five time steps scheme with a Liouvillean
separation in three nonbonded shells, with particle mesh
Ewald35,36 to handle electrostatic interactions, and constraints
on covalent bonds entailing hydrogens.37 The computational
advantage of using constraints on covalent hydrogen bonds is
discussed in refs. 33 and 38.

Parametrization of Bacteriochlorophylls

The most characteristic feature of bacteriochlorophylls and bacte-
riopheophytins (the dihydro metal-free derivative of BChl) is their
tetrapyrrolic architecture related directly to metalloporphyrin.
These molecules differ remarkably from the latter because of the
broken symmetry created by the presence of the ring V and the
saturation of ring II and IV (see Fig. 1). Around their imidazole
ring structure are numerous lateral chains: Two methyl acetate
groups (MeA) attached to rings IV and V; several methylic groups;
one carboxyl group attached to ring I; and a phytyl chain com-
posed of four isoprene units attached to ring IV.

Ab initio calculations in vacuo were carried out for both BChl
and BPh. To decrease the number of degrees of freedom, a large
part of the phytyl chain was cut. The effect of this simplification on
the structural properties seems to be small as demonstrated in
recent calculations of chemical shifts on BChl and BPh.15 Thus,
the final systems investigated by ab initio calculation were com-
posed of 85 and 86 atoms for BChl and BPh, respectively. Calcu-
lations were also carried out on MeA and pyrrole, these being the
principal components of BChl and BPh. Data for pyrrole ring were
also taken from literature.39

DFT Results

Static Properties

In general, the optimized coordinates obtained from ab initio DFT
techniques such as those used in this article are always in good
agreement with X-ray determined structures. Specifically, for the
small MeA molecule we found deviations less than 0.01 Å for
bond lengths and less than 1° for bond angles found in litera-
ture.40,41 For BPh structural results can be compared with the
X-ray structure of MeBph.12 Taking as reference data the X-ray
distances and angles of MeBph, average deviations of 0.025 Å for
bond lengths and 1° for bond angles involving only carbons and
nitrogens were obtained for BPh. Given the complexity of this
class of molecules and the large number of minima due to possible
isomerization of the lateral groups the deviation from experimental
structures is larger than for smaller molecules. In particular, the
global root-mean-square deviation (RMS) on heavy (nonhydro-
gen) atoms of BPh is found close to 0.1–0.2 Å. The quantity RMS
is defined as

RMS�min��
i

�ri � ri
X-ray�2�1/ 2, (2)

where min implies the minimization of the sum—obtained by rigid
body rotations and translation of one of the molecules. As shown
in Table 1 an RMS of 0.048 Å is obtained for the 26 atoms of the
five rings and connections, the central body, and an RMS � 0.106
Å for the other 20 heavy atoms for a total average of 0.089 Å.

Another structural property investigated was the orientation of
the central body relative to a plane (Z-plane) defined by the four
nitrogens. The distance between the 26 atoms of the five rings and
the molecular plane computed by DFT reveals deviations from
planarity in good agreement with X-ray (see Fig. 2).

No relevant structural differences were found between current
calculations on BPh and those reported in ref. 4, carried out on the
MeBph crystal with different pseudopotentials and basis sets. Not

Figure 1. Chemical structure of methyl bacteriochlorophyll a, with R
� CH3. On the right: numbering of carbon atoms according to the
Fischer system. On the left: generic labeling of meso and pyrrolic
carbon atoms.
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surprisingly, the optimized structures of BPh and BChl differ only
in the region near the four nitrogens. The Mg in BChl distorts the
pyrrole rings producing deviations from BChl of only a few
degrees for the internal bending angles of rings. Deviations of less
0.1 Å, on average, were found for bonds.

Frequencies and Eigenvectors

The calculations of the normal modes by DFT provide informa-
tion, essential for molecular modeling and not obtainable from
experiment, such as eigenvalues and eigenvectors. DFT vibrational
analysis was carried out only for the BChl molecule, the most
studied experimentally, and not on BPh. Indeed, given the large
mass of Mg, most of the normal modes of the BPh will not
significantly differ from those of BChl, as vibrations involving Mg
are well separated from other internal modes.

The DFT ab initio assignment of the resonant Raman spectra of
BChl was presented in an earlier publication.6 In Tables 2 and 3 for
all modes except COH3 stretchings and bendings we associate

Table 1. RMS Deviations in Å for Structures In Vacuo of BPh and BChl
Obtained from DFT or MM Optimization (Opt.).

System Ref. Opt. All Central
Side

Chains

BChl DFT MM 0.213 0.060 0.439
BPh X-ray DFT 0.089 0.048 0.106
BPh DFT MM 0.241 0.089 0.461

The molecular rigid body fit (see explanations to Eq. 3 in the text) is on all
the heavy atoms of the reference system (Ref.), i.e. X-ray or DFT struc-
tures. all: RMS deviations for all heavy (non-hydrogen) atoms. central:
RMS deviations for the heavy atoms in the central body, namely the atoms
of the imidazole ring. of the molecule. Lateral Chains: RMS deviation for
the heavy atoms in external groups.

Table 2. Comparison of the DFT Stretchings Frequencies with Those
Obtained from the MM Model.

Mode
Ring
No. DFT MM

as �CaOCa 1571, 1613, 1633 1611, 1619
as �CaOC� 1571, 1613, 1633 1594, 1619, 1624
as �CaOC
 1580, 1613, 1633 1594, 1611, 1624
as �CaOC� 1580, 1613, 1633 1619, 1624
s �CaOC� 1463 —
s �CaOC� 1446 —
s �CaOC
 1512, 1544 225, 1546
s �CaOC� 1457 —
�CON I 1127, 1383 —

I 1390 —
II 1463 —
II 1446 —

III 1138, 1349 —
III 1512, 1544 1546
IV 1298 —
IV 1457 —

�CaOCb I — —
I — —

II — —
II 965 —

III — —
III 1422, 1444 —
IV 889, 1298 —
IV 868 782
V — —

�CbOCb I 1498 —
II 921, 1099 1017

III 1512, 1544 1514, 1546
IV 889, 1099 —
V — —
V 601 585

Ext. �COC I — 540
I 409 414
I 944 —

III 1139 545
IV 839, 1159 558
V 976 853

�CAO
Keto 1718, 1732 1719

I 1648 1664
IV 1737 1738, 1739
V 1718, 1732 1738, 1739

�COO IV 593, 983 737
IV 905, 983 1009
V 906, 1118 —
V 906, 952, 976 1007, 1470

�MgON 443, 491 419

In the table, �-labels stretching, “s” stands for symmetric, and “as” for
antisymmetric. In case modes assigned to stretching of bond between
identical atom types, but occurring on different rings, the Roman number
of the ring is used to classify the mode. Atom labels in the table are defined
in Figure 1.

Figure 2. Distance between the 26 atoms of the five rings of BPh and
the molecular plane for the DFT, MM and X-ray structures. In the left
corner we show the average distance from the plane in Å for the three
structures.
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their predominant internal coordinates. Contributions from coor-
dinates weighting less than 10% in the eigenvectors were ignored.
Two different classes of modes can be distinguished: In plane (IP)
modes at higher frequencies and out of plane (OOP) mode at lower
frequencies, below 1020 cm�1.

If COH stretching are excluded, we find that the highest IP
frequencies of BChl are CAO stretchings in the range 1740–1650
cm�1. Lower in the 1634–1447 cm�1 region, near the C2aAO
acetyl stretching at 1648 cm�1, another IP fundamental region is
found that includes predominantly CaCm, Cb,Cb, and CN stretch-
ings (see Fig. 1). Symmetries of these modes are discussed in ref.
6. Below 1447 cm�1 down to 1114, many modes are found
involving a contribution from � CN, but mixed strongly with the
predominant COH3 bendings.

No significant symmetries were found instead for OOP modes.
As shown in Figure 4, the highest frequencies, in the range of
500–1000 cm�1, involve modes localized at the base of the two
unsaturated pyrrol rings and coupled with external groups. In the
range 200–400 cm�1, modes involving Mg, N, and C of the
central molecular body are found instead.

Although the main focus here is on BChl, DFT computation of
normal modes was also performed on MeA and pyrrole. For the
two molecules we find vibrational frequencies in good agreement
with experimental values40,41 with average deviations of about
2.3%. In MeA, poorer agreement was found only for two particular
frequencies identified as rocking in COH3 groups at 1000 cm�1,
where the deviations is 8.5%.

Parametrization

Intramolecular Parametrization

In building the force field for BChl and BPh we have limited the
new types of atoms added to AMBER to the bare minimum.
Nonetheless, to parametrize the new force field a total of 22 types
were needed, as shown in Figure 5. Given the similarity between
the two molecular structures the same atom type is used for

Table 3. Comparison of the DFT Bending and Out of Plane Frequencies
with Those Obtained from the MM Model.

Mode
Ring
No. DFT MM

s �NOCOC� 733 636
as �NOCOC� 261 —
s �NOCOC� 898 —
as �NOCOC� — —
s �NOCOC
 — —
as �NOCOC
 550 —
s �NOCOC� 912 —
as �NOCOC� — —
� I 704 656

I 603 —
II — 801
II 601 504

III 774, 780, 1113 —
III 550 427
IV 780 782
IV 686 603
V — —

�COC�H 1182, 1390 1299, 1315, 1355
�COC�H 1349 1080, 1207
�COC�H 1190, 1370, 1383 1235
�COCOC

Ext. I 307, 579 —
I 250, 261 403

III 137 325, 375
�CAO Keto 491, 828 —

I 579, 603 —
I 261, 359 —

IV 593, 839 558
IV — 327, 445, 450
V — 670, 693
V 284, 906 273

�COOOC IV 345, 367, 839 322, 327, 333
V 326, 351 365, 371

�CONOMg 321, 387 480, 545

COC� 756 —

COC� 695 119

COC� 635 116

COC� 730 670

COC
 752, 780 —

COC
 113, 669 —

COC� 93, 669 119

COC� 739 660


C�OH 930
812, 929, 947,
1018


C�OH 853, 865 971, 994

C�OH 854 961, 973

C
OC 780 232, 853

CAO Keto 643, 828 518, 614

I 603, 622, 1007 1018
IV 593, 660 737, 819
V 643, 752, 828 808


Mg 190, 195 309

See Table 2 for explanations of the symbols.

Figure 3. Comparison of the DFT and MM spectral density of BChl
obtained obtained from normal mode analysis.
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corresponding atoms in both chromophores. Only for the nitrogens
on the pyrrole rings bound to hydrogens two different types were
used to account for deviations of angle bendings (nmh in lieu of nh
for BPh). Due to the presence of ring V, which distorts the pyrrole
ring and changes the equilibrium distances and angles of ring III
with respect to ring I, different sets of carbon types were used for
saturated and unsaturated (or pyrrol like) rings. In the former, two
types of carbons were needed (ccs, ct1). In the latter, while a type
for each of the nitrogen bound carbons (cnb, crb, cpb, cqb) was
used, only one was used for carbons at the base (cbb).

Although the bonds and angles of the three methine carbons
(cab) linking the rings are different, the use of different types for
the adjacent carbons in the pyrrole rings avoids the use of additional
carbon types. To impose a zero rotational barrier for the eclipsed
configuration with the atoms belonging to rings, a new atom type (ct1)
was used for the methyl carbons in the saturated rings and in ring V.
Finally, the oxygen bound carbons were described by three different
types corresponding to chemically different groups: the ester (c2a),
keto (c2k), and acetyl (c2e) groups.

As first guess for the modeling of BChl and BPh parameters
adjusted for pyrrole (reference data from ref. 39) and phorphyrins
(from AMBER force field) were used. Unfortunately, these param-
eters by themselves are unsuitable for bacteriochlorophylls. As it
will be shown later in this section, the molecule distinctive five-
ring central structure gives origin to peculiar feature of its vibra-
tional structure.

Static

As a first step in the self-consistent refinement technique described
earlier, we varied the equilibrium distances and angles to repro-
duce DFT data. At this stage the refined parameter set produced
structural data in good agreement with DFT, in particular devia-
tions from DFT of bonds and angles not involving hydrogens were
below 0.01 Å and 0.9°, respectively, while for central body atoms
differences of 0.024 Å and 1.7° were obtained. To assess the global
differences between DFT and MM optimized structures we also
computed the root-mean-square deviation of the heavy atoms
relative to DFT structure. As shown in Table 1, the RMS devia-
tions of DFT with respect to X-ray are smaller than RMS between
DFT and MM. In particular, for both BChl and BPh the RMS of
the central body atoms are smaller than those for the lateral groups.
In both, atoms with significant deviations (close to 1 Å) belong all
to the two methyl acetate groups, which undergo torsional rota-
tions of a few degrees.

In Figure 2, distances from the molecular plane in BPh are
compared with both DFT and X-ray. The match of the molecular
mechanics result with DFT and experiment is poor only for rings
I and II of the molecule. In an attempt to improve agreement, the
number of atom types was increased to reproduce bond lengths and
angles, while improper torsions equilibrium parameters were
changed to decrease planarity. Despite the greater complexity of
the force field, substantial improvements could not be obtained. In
the end this new set of parameters was discarded.

Dynamics

Once equilibrium distances and angles determined, the force con-
stants of the MM model were refined to reproduce the DFT
eigenvalues and eigenvectors of BChl. The discussion of the
results will focus here only on certain characteristic regions in the
vibrational distribution, which are the most relevant to the spec-
troscopy of the chromophores. A first comparison between the

Figure 4. Comparison of a few DFT and MM vibrations and relative
eigenvectors. From top to bottom: Macro ring and acetyl frequencies,
CON and pyrrole-base frequencies, OOP frequencies.

Figure 5. BChl atom types used in the force field. In the picture the
phytyl chain was truncated and no labels are given for hydrogens
attached to sp3 carbons, their atom type being hc.
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densities of states computed with MM and DFT is presented in
Figure 3.

Good agreement between MM and DFT is found for all the
regions of the spectrum, although discrepancies are larger in the
region near 1000 cm�1. In the MM model the group of frequencies
involving the hydrogen bendings falls at around 920 cm�1, which
compares with a DFT peak at higher frequency, 1020 cm�1. We
found that a better match could be achieved with larger force
constants for bendings involving hydrogens. Unfortunately, this
modifications would also shift unfavorably the hydrogen bending
peak at higher frequency near 1400 cm�1, by mixing these modes
with vibrations involving atoms of the macrocycle in the region
above 1450 cm�1. Given the importance of the coupling between
these frequencies with electronic properties,6 these force field
modifications were not retained in the final parameter set.

Not surprisingly, the fit of the DFT computed BChl eigenvec-
tors is much harder than the fit of the eigenvalues. Indeed, attempt
to devised automated procedures for eigenvectors fitting might
give unphysical results,25 especially for complex molecules. Our
approach here used the following procedure: After a first refine-
ment of the force constants to give a good match for the several
region of the DFT spectrum, we selected a set of eigenvectors that
we defined “characteristic” for our molecules. We chose all the
eigenvectors of the 1450–1700 cm�1 region, a few CN and CO
stretchings and some OOP modes involving the CO groups, the
CH methine bridge groups and the CCH3 groups at the base of the
pyrrolic rings (I and III). We then refined the force constants to
reproduce the corresponding DFT eigenvectors.

In Figure 4 we compare the final molecular modeling results for
the region 1450–1650 cm�1 and for some OOP modes in the
region 200–1000 cm�1. In the first set of vibrations, Figure 4a,
four modes are delocalized on the eight CaOCm bonds of the
macrocycle. To obtain this behavior the choice of force field
parameters is somewhat counterintuitive. Indeed, identical stretch-
ing force constants for all the CaOCm bonds only give rise to
modes localized on the four CaOCmOCa groups, with the highest
frequency localized between rings III–IV (methine carbon C
). To
obtain the DFT delocalization, larger force constants were needed
for shorter CaOCm bond lengths. Thus, force constants of 370,
350, and 315 kcal/Å2 were used for the CaOCm bonds attached to
the saturated rings, to pyrrole rings and for bonds of the Vth ring,
respectively. This choice of force constants is consistent with
CaOCm DFT bonds, that are shorter, and hence stronger, if at-
tached to saturated rings (ring II and IV) than to unsaturated
pyrrole rings (ring I and III).

It is interesting to notice that smaller stretching constants are
compensated by an increased coupling of CaOCm with CaOCb.
Indeed, CaOCb bonds have distances near 1.45 Å for ring I and
III, which contrasts with 1.52 Å for ring II and IV. Also, the force
constant relative to the bend CaONOCa is large, i.e., 120 kcal/
deg2, compared with bending parameters used in AMBER to
describe pyrrol rings. This also contributes to the delocalization of
the modes by bridging the CaOCm bonds of the macrocycle.

The remaining modes in the region 1450–1550 cm�1 are
localized on the CbOCb and CaON of the unsaturated pyrrole
rings, I and IV, and in the region of the ring V and the acetyl group,
(see Fig. 4b). In Figure 4c, OOP modes involving the Mg atoms

are also shown. The good agreement between DFT and MM
eigenvectors was achieved without new special parameters.

In Tables 2–3 we compared the assignment of DFT and MM
using the M-matrix method. We report here the DFT and MM
frequencies found for each type of internal mode of BChl. We
assigned a frequency to a stretching or bending mode only when
such a mode is dominant, i.e., its participation ratio is larger than
10%. Although this comparison is more quantitative than a direct
inspection of the eigenvectors from Figure 4, several MM internal
modes do not belong, in this context, to any specific class of DFT
modes—this limits somewhat the use of the M-matrix method.
Consequently, Tables 2–3 illustrate that for each type of internal
modes the range of the assigned frequencies obtained with our
MM model is sufficiently close to the DFT result.

It is important to point out here that a one-to-one comparison of
frequencies is very difficult for large molecules where, as it is the
case in BChl, the degree of mode mixing is high. Thus, only in a
few instances—for some specific molecular groups—a direct com-
parison between DFT and MM frequencies is possible. A first
ensemble of modes involves the methyl-acetate groups, the keto
oxygen, and the acetyl group. As these groups are spatially isolated
from the central imidazole ring of the molecule, the MM–DFT
comparison of the frequencies is simpler, and an RMS deviation of
9, 26, and 35 cm�1 is obtained for the stretchings, bendings, and
out-of-plane modes of the CAO groups, respectively. On the other
hand, the COO frequencies are more influenced by the environ-
ment yielding larger RMS deviations, with 105 and 29 cm�1

obtained for stretchings and bendings—the stretching modes mix
with CH3 bendings found at similar energies. The methine bridge
groups have RMS deviations of 15, 77, and 95 cm�1 for stretch-
ings, bendings, and out-of-plane modes, respectively. This some-
what larger deviation might be due to the topologically complex
embedding environment. For the pyrrole rings (I and III) the RMS
deviation for stretchings involving the base of the ring is smaller,
at about 47 cm�1. Also, in the group of frequencies involving Mg
we have 24, 150, and 110 cm�1 RMS deviations for stretchings,
bendings, and out of plane, respectively. Finally, the direct com-
parison of the CN group of frequencies was not possible, as their
large mixing with the CH3 bendings does not allow a good reso-
lution with the M-matrix method.

Intermolecular Interactions

After the force field parameters were refined against single mole-
cule structural and dynamic properties, the resulting set was tested
to reproduce structural properties in the condensed phase. Constant
pressure and temperature molecular dynamics (MD) techniques
were used to simulate the crystal derivative of BChl, MeBph, the
structure of which is known.12 MeBph crystallizes at 200 K with
a solvation benzene molecule in the triclinic space group P1, with
a � 7.184 Å, b � 8.073 Å, c � 17.071 Å, � � 91.04°, � � 93.50°,

 � 110.06°, V � 927.43 Å3. To simulate the MeBph crystal, our
MD simulation box contained a supercell obtained by replicating
the crystal unit cell 4 � 4 � 2 times, in the three directions, for a
total of of 3136 atoms and cell constants a � 28.736, b � 32.292,
and c � 34.142 Å, with the total volume, V � 29678 Å3.

This system was initially relaxed in the NVE ensemble at low
temperature, T � 20 K, for 3 ps and then slowly heated to 200 K.
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Bonds involving hydrogen atoms were kept rigid by constraint
techniques.42,43 Finally, three simulations in the NPT ensemble
were performed at 200 K and with P � 0.1 MPa, which lasted 100
ps each, including an initial equilibration period of 50 ps. Config-
urations were collected for analysis every 25 fs. Additional 30 ps
runs were also carried out without the bond constraints to compute
the vibrational density of states of the molecules.

The three independent 100 ps trajectories used three different
nonbonded parameters: (1) ESP trajectory carried out with ESP
charges; (2) MULL trajectory involving Mulliken charges; (3)
ESP–LJ trajectory carried out with ESP charges and modified
Lennard–Jones parameters where 
s on all hydrogens bound to
methyl carbons were reduced by 9%.

Two different types of structural RMS differences were per-
formed: (1) a RMS deviation between the initial MD box, gener-
ated by replicating the X-ray cell, and the simulated instantaneous
MD box, or cell fit; (2) a RMS deviation of each simulated MeBph
molecule from its X-ray coordinates, or single molecule fit. These
calculations were all preceded by rigid body fits of the two struc-
tures considered, such fits including only contributions from heavy
atoms. The RMS computed through a single molecule fit was
averaged over the 32 MeBph molecules of the simulation box. The
comparison of results obtained with the two types of rigid body fit
allows to discriminate the behavior of the nonbonded parameter
sets against reproduction of intermolecular and intramolecular
structural features.

Condensed Phase Simulations

We first notice that for all the nonbonded parameters sets (ESP,
MULL, and ESP-LJ) used here the cell parameters deviated little

along the whole temporal trajectory, while for trajectories ESP and
MULL relative differences with experimental cell volume are at
most 5% (see Table 4).

Data in Table 5, which reports the cell fit RMS deviations,
show that benzene is much more mobile than the MeBph mole-
cules with a few of the 32 benzenes behaving like free rotors at 200
K. From the same table, differences in the RMS of MeBph for the
three trajectories are correlated with the volume cell differences.
Indeed, the ESP trajectories, predicting the largest cell volumes,
show bigger RMS deviations than the ESP–LJ trajectory for which
special parameters were devised to fit the experimental volume.
Although the ESP–LJ trajectory produce the best agreement with
the crystal volume, we remark that the corresponding RMS devi-
ations from the single molecule fit increased for all atoms com-
pared to the ESP result. Different behavior is found for the MULL
trajectory where a larger volume is found with respect to ESP–LJ,
while less mobile benzenes are the cause of a small cell fit RMS.

The RMS deviations obtained in Table 6 with single molecule
fit show that the crystal environment prevented large displace-
ments of external groups relative to calculations in vacuum. The
ESP trajectory shows the best agreement with the X-ray structure
of MeBph, while the RMS’s of MULL and ESP–LJ are slightly
higher. Figure 6 presents the RMS deviation of each molecule in
the unit cell. Here, MULL RMS deviations are smaller than ESP
and ESP–LJ for all molecules except two for which large devia-
tions are seen. This behavior is caused by lateral chains rotations
occurring during the simulation, which are very rare for the MULL
trajectory (only two molecules experience such a transition), but

Table 4. Volumes and Cell Parameters for the 32 Unit Cell of MeBph in Benzene.

System �Volume� �X� �Y� �Z� ��� ��� �
�

EXP. 29678 Å3 28.7 Å 32.3 Å 34.1 Å 91.0° 93.5° 110.1°

ESP 31164 28.8 33.4 35.1 90.7 94.9 111.7
MULL 30959 29.3 33.3 34.2 91.9 94.6 111.1
ESP 	 LJ 29802 28.1 32.8 34.7 90.5 94.2 111.2

Experimental X-ray values are compared with averages over 50 ps of an MD simulations at 200 K.

Table 5. RMS Deviations in Å between the X-ray Ideal Cell and the
MD Simulation Box.

System All MeBph Benzene

ESP 0.889 0.470 1.535
MULL 0.829 0.379 1.455
ESP 	 LJ 0.851 0.363 1.523

The RMSs are obtained by taking the mean instantaneous deviation be-
tween the simulated 32 MeBph unitary cells and the X-ray. The RMSs are
then averaged over the 50 ps run. “all” implies averages over the heavy
atoms of MeBph and benzene, while “MeBph” and “Benzene” include
contribution from heavy atoms of only the MeBph and benzene, respec-
tively. ESP, MULL, ESP–LJ refer to trajectories carried out with different
electrostatic and nonbonded potentials as described in the text.

Table 6. RMS Deviations in Å between the X-ray Structure
and the MM Model.

System Simulation All Central
Lateral
Chains

ESP min. 0.247 0.089 0.472
MULL min. 0.277 0.113 0.509
ESP 	 LJ min. 0.259 0.100 0.486
ESP NPT 0.238 0.150 0.360
MULL NPT 0.210 0.141 0.310
ESP 	 LJ NPT 0.250 0.148 0.395

Results were obtained from in vacuo minimizations (min.) and condensed
phase MD NPT simulation (NPT). all, “Central” and “Lateral Chains” have
all the same meaning as in Table I. Also ESP, MULL, ESP–LJ refer to
trajectories obtained with different potentials as explained in the text.
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rather frequent for ESP and ESP–LJ. This is due to higher torsional
barriers for MULL charges.

In light of these results and the larger single molecule fit RMS
computed for ESP–LJ, we conclude that ESP charges and the
original AMBER Lennard–Jones parameters are the best non-
bonded parameter set to be used with our intramolecular force field
for chlorophylls reproducing well both single molecule and cell
properties.

Ubiquinone Parametrization

The cofactor U10 of the RC of Rb. sphaeroides is a p-benzoqui-
none derivative with two methoxy groups in position 2 and 3 of the
benzoic ring and a phytyl chain, involving 10 isoprene units, in
position 5. The DFT based molecular modeling of U10 requires the
truncation of its phytyl chain to a more manageable length. In
particular, all computations were carried out on a molecule of U10
with a chain reduced to its first isoprene unit, U1, saturated by a
terminal methyl group for a total of 39 atoms, (see Fig. 7).

Our molecular modeling has aimed first at reproducing the ab
initio energy profiles computed by us and others5 for the rotation
of the two methoxy (OOOCH3) groups. Indeed, it has been
proposed in the past that proteins might tune the activity of U10 in
situ by affecting the orientation of the methoxy groups.44 In
addition, special attention has been devoted to the vibrational
modes of U10, some of which can be used experimentally as
probes of the intermolecular interactions with the protein environ-
ment.3 Thus, force constants were determined to best fit the ab
initio normal modes, the calculation of which has provided the first
(to our knowledge) ab initio DFT assignment of the infrared (IR)

modes of a model of U10 comprehensive of a significant part of
the isoprene tail.

DFT Calculation

As already noticed by Nonella and Brandly,5 U10 in vacuo has
three stable conformations depending on the relative orientations
of the two methoxy groups. In the most stable in vacuo confor-
mation the two methoxy groups are in the plane of the benzoic
ring, pointing the adjacent carbonyl groups. On the other hand, the
native conformation of U10 in the PRC of Rb. sphaeroides pre-
sents the two methoxy groups out of plane (see Fig. 7). According
to calculations by Nonella et al.45 on hydrogen bond induced effect
on U10, this conformation is stabilized by interactions with the
protein environment.

Because our aim is to obtain a set of reference data to describe
U10 in the protein environment, the coordinates of QA up to the
first isoprene unit found in the PRC of Rb. sphaeroides were used
as the initial point of our ab initio DFT calculations.46 To mini-
mize interactions between images, the U10 derivative was placed
in a rather large (18 Å of length) periodically replicated cubic cell.
After a DFT optimization carried out following the same scheme
as for BPh and BChl, the dynamical matrix was computed by finite
differences. Then a set of internal coordinates, taken from ref. 5
and modified by us to include coordinates of the first isoprene
group, was used for frequency assignment to internal modes in the
context of the M-matrix method. In Tables 7–8 are reported only
the characteristic frequencies of the molecule, excluding all modes
involving methyl groups. For the stretching frequencies we also
report experimental IR values.47 The agreement between calcu-
lated and experimental frequencies is good, with a RMS deviation
of 1.5%, or 17 cm�1 in average. Our results for the four stretchings
modes in the region 1580–1670 cm�1 agree with calculations in
refs. 5 and 48.

Parametrization Results

The parametrization of U10 has required the inclusion of some
additional atom types to the AMBER force field. To reproduce all
features of the principal ring we added two new types of carbons,

Figure 6. RMS deviation from X-ray coordinates for BPh (single
molecule fit) from simulation of the crystal at 200 K using different
non-bonded parameters—ESP, MULL and ESP-LJ: Averaged RMS
are reported for all the 32 molecules of the simulation box. Panel a and
b contains results for the heavy atom of the whole BPh and for its
imidazole ring, respectively. The top panel, c, contains RMS devia-
tions for the heavy atoms of the lateral groups.

Figure 7. U10 atom types used in the force field. No labels are given
for hydrogens attached to sp3 carbons, their atom type being ht.
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cqo and cq2. Only one additional type was needed to model the
phytyl chain (cqq); see Fig. 7). To reproduce DFT frequencies,
eigenvectors and torsional profiles discussed down below, 11
stretchings, 25 bendings, and 27 torsions were added to our MM
force field.

Our parametrization followed the procedure used to model
BChl and BPh. As for chlorophylls, our MM model of U10
involved ESP charges determined from additional ab initio calcu-
lations on a DFT optimized structure of U10, and the unmodified
Lennard–Jones parameters of the AMBER force field. Then, struc-
tural data obtained from DFT optimization were used initially to
derive the equilibrium distances and angle bendings of our poten-
tial. After a few parameter adjustments, the RMS deviation be-
tween the optimized MM and DFT structures reached 0.152 Å for
the heavy atoms. As for BChl and BPh, the force constants were
then refined to reproduce DFT frequencies and eigenvectors. In
Table 9 we have classified each of the normal modes with its

dominant internal coordinate and compared results from DFT and
our final MM force field. We notice that all groups of frequencies
found with the MM model match remarkably the DFT data. This
improved agreement with DFT is probably due to the smaller
dimension of the U10 and its simpler topology. In particular, bond
stretchings are reproduced with RMS deviations of 44, 86, and 76
cm�1 for double bond CAO and CAC, COO and COC and
COCT and OOCT, respectively. On the overall RMS deviations
of between 25 and 105 cm�1 are found for angle bendings. Better
agreement with DFT is found for torsions, with an RMS between
15 and 42 cm�1. This improvement is probably a result of addi-
tional force field adjustments of the MM force field to reproduce
the DFT torsional barriers of the isoprene and the metoxy groups.

Torsional Barrier: Isoprene Groups

The relative position of the phytyl chain with respect to the ring is
controlled by the dihedral angle defined by the four atoms cq2–
cq2–ct2–cqq (see Fig. 7). A dihedral of the same class is also

Table 7. Assignment of the U10 DFT Frequencies from 1666 to 616
cm�1 with Comparison with IR Data.

Experimental DFT M-Matrix Assignment

1664 1666 CAO (86)
1658 CACP (72)

1614 1643 CAC (42) CAO (24)
1644 1635 CAO (66) CAC (17)

1585 CAC (57) COO sym (15)
CAO (12)

1288 1284 COC asym (59) COO sym (13)
1266 1244 COO asym (17)
1208 1175 COCTP (33)
1156 1142 COCTR (18) COO asym (17)

1096 COCTP (13)
1096 1093 COO asym (18)
1034 1028 COCTP (25)

1017 COCTP (20)
1003 COCTE (12) OOCT (11)
984 CTOCTP (22)
932 CTOCTP (19) OOCT (10)

COCTP (10)
926 OOCT (22)
918 � COO (10)
908 OOCT (51)
862 
 COHP (37)
830 
 COHP (12)
811 
 CAO (31)
793 
 CAO (16)
786 COCTP (20)
750 
 CAO (76)
705 � CAO (23) COC sym (10)
682 
 COO (34) � Ring (12)
616 � Ring (27)

� labels bendings, if only two atoms are indicated the first one is the central
atom. 
 labels out-of-plane modes with the last atom moving out-of-plane.
Finally � labels torsions, only the atoms of the central bonds are indicated.
The subscript P stands for modes of the phytyl chain. The subscript E
refers instead to frequencies of the methyl group attached to the ring. The
subscript R refers to frequencies of the ring region connected to the phytyl.

Table 8. Assignment of the U10 DFT Frequencies from 578 to 26 cm�1.

Experimental DFT M-Matrix Assignment

578 
 COHP (13) � Ring (11)
554 
 COHP (20) 
 COCTR (10)
548 COC sym (10)
490 � COOOCT (14)
475 � Ring (34) � CAO (10)
453 � CAO (15) � COOOCT (12) COC asym

(12)
426 
 COCTE (23) � COCP (14)
418 � Ring (12) � CAO (17) � COCP (16)
391 � COCP (23) 
 COO (10)
371 � COCTR (26) � COOOCT (12)
367 � Ring (18) � COO (24)
345 � COO (12)
334 � COCTE (20) � COCTR (12) � COO

(10) � COCTR (13)
306 � CTOCTP (42) � OOCT (14)
302 � COCTE (24) � COCTR (12) �

COCTOCTP (16)
291 � OOCT (24) � CTOCTP (49)
282 � OOCT (28)
260 � Ring (44) � COO (12) � COOOCT (10)
245 � OOCT (81)
233 � Ring (45) � COO (29)
231 � COO (24) � COCTR (15)
221 � COCTP (53)
199 � COCTE (77) � COCTP (12)
182 � COCTR (15) � COCTP (36)
175 � Ring (13)
160 � Ring (18) � COHP (16)
145 � Ring (35) � COO (32) � COO (10)
127 � Ring (23) � COO (19) � CTOCP (17)
104 � COCTR (10) � COCTP (47)

64 � COCTP (32) � COCP (60)
26 � Ring (31) � COCTR (14) � COCTP (13)

See previous table for explanation of the symbols.
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found in the isoprene groups of the phytyl chain—dihedral cqq–
cq2–ct2–ct2. Given the importance of these torsions for the con-
formational stability of the phytyl chain, the DFT energy profile
for the cq2–cq2–ct2–cqq dihedral angle was computed. Thus, a
series of structural DFT optimizations were carried out for U10 by
constraining the dihedral angle to a range of values from 0 to 360°
with increment of 15°. The same calculations were also performed
with the MM force field using, in the beginning, torsional param-
eters obtained for 2-methylpropene.49 This parametrizaton giving
very poor agreement with DFT, we set to zero the dihedral force
constants of cq2–cq2–ct2–cqq and modeled the torsional energy
profile by the electrostatic charge–charge interactions only. This
provides a good agreement with DFT data, as shown in Figure 8,
although the DFT asymmetry between the two minima at 90° and
270° is not reproduced by MM.

Torsional Barrier: Methoxy Groups

The barriers to torsional rotations around the COO bond of the
methoxy groups were investigated in by performing ab initio
optimizations for a series of U10 conformations where the two

cqo–cq2–o1c–ct3 dihedrals, �(1) and �(2) indicated in Figure 7
were constrained to fixed values. Two series of constrained opti-
mizations were carried out: first �(1) was fixed to 180° while �(2)
was constrained at values in the range [0–120]° spaced of 30° from
each other (Fig. 9a); Second, �(1) and �(2) were set at the same
values in the range [0–120]° equispaced of 30° as before (see Fig.
9b). The MM force field was then fitted to reproduce these energy
profiles. Five extra torsional force constants each with different
periodicity [the parameter n in eq. (1) set to 1, 2, 3, 4, 6] were
necessary to obtained a good agreement with DFT data, as shown
in Figure 9a and b.

Parametrization of the Phytyl Chain

In this investigation, DFT calculations on BChl, BPh, and U10 has
been carried out for model systems with truncated phytyl chains.
Consequently, the modeling of the full chains requires some extra
effort. For all RC cofactors, parameters for stretchings and bend-
ings of the phytyl chain were taken directly from the parametri-

Table 9. DFT Characteristic Frequencies of U10 Compared to the MM Model.

Stretchings Bendings Torsions Out-of-Plane

DFT MM DFT MM DFT MM DFT MM

(CAO, CAC) Ring-int � Ring 
 CAO
1666 1695 682 539 260 811 837
1658 1664 616 485 233 203 793 727
1643 1621 578 419 175 189 750 504
1635 1565 475 398 160 170 
 COO
1585 1525 418 340 145 131 837

367 331 127 125 682 667
260 292 26 37 391 389

(COO, COC) � (COO, CAO) � (OOC, OOCT) 
 COCT
1584 1565 918 1063 306 340 667
1284 1472 705 712 291 331 554 501
1244 1285 475 439 282 260
1142 1237 453 398 260 203
1093 1120 418 375 245 189
705 780 367 344 233 170
548 345 300 145 125
453 485 334 268 127 85

231 260 � COCT 
 COC
145 236 334 578 568

(OOCT, COCT) � (COCT, OOCT) 306 554 539
1175 1139 490 568 291 260 468
1142 1063 453 501 221 203 182 186
1096 1017 371 389 199 189
1028 997 334 375 182 170
1017 983 302 344 104 70
1003 972 260 268 64 48
984 899 � COC � COC 
 COH
932 854 568 64 48 862 854
926 844 426 468 830 837
908 780 429 429 578
786 693 391 389 554
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zation of U10 described earlier, for which DFT calculations were
carried out including the first isoprene unit. The dihedral force
constants (cqq–ct2, cqq–cq2, cq2–ct2, and cq2–ct3) were instead
modeled by the parameter sets developed in the past for 2-meth-
ylpropene and cis-2-butene.49 Indeed, these two molecules have
the same chemical groups present in the isoprene group.

Charges for the first isoprene unit of U10 were taken directly
from the DFT calculation. Given the large dimensions of the BChl
and BPh molecules, no DFT calculation on a chlorophylls attached
to an isoprene unit was carried out. Instead, ESP charges were
determined from a DFT optimized structure of an isoprene unit
attached to a methyl acetate group and saturated by a methyl
group.

To complete the modeling, charges far away from the cofactor
ring had to be determined. Indeed, the isoprene charges calculated
in the truncated U10 system are strongly influenced by the quinone
ring. Thus, DFT ESP charges computed for an isolated isoprene
units (saturated with two hydrogens for a total of 18 atoms) were
used to model the remaining phytyl chain charges for chlorophylls
and the quinone.

Conclusion

In this article we have derived and tested an ab initio force field for
the cofactors of bacterial photosynthesis. In addition to direct
information about the molecular properties, we have used the
extended set of structural and energy data provided by our DFT
computations and by experiment to derive MM potential parame-
ters for quinones and chlorophylls. Results presented in this article
have shown that our force field is able to reproduce very well ab
initio structural and dynamics properties of BChl, BPh, and U10.
In particular, a complete normal mode assignment for BChl and
U10 reveals the high degree of accord between DFT and MM
eigenvectors. This good agreement between DFT and the MM
models has been obtained without increasing to unmanageable
numbers the atomic types that characterize the force field, thus
limiting its complexity.

The new force field has been developed following a scheme
similar in spirit to that used by AMBER and is, thus, designed to
be used in molecular dynamics simulations of photosynthetic
proteins in association with the AMBER force field. Although in
this investigation the use of the new force field in MD simulations
has been restricted to a crystal of MeBph, successful simulations of
the RC of Rb. Sphaeroides in a micellar environment has been
already carried out—their results will be published in upcoming
articles.11 Given the stress placed in the refinement of the vibra-
tional modes and eigenvectors, we think our parameter set also be
useful to understand vibrational shifts due to changes in the protein
environment as revealed by vibrational spectroscopies (FTIR and
RR) of reaction center proteins.

All bonded and non bonded parameters, including DFT calcu-
lated ESP charges, are available in the supporting material.
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