Evaluating Rotational Diffusion from Protein MD Simulations†
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It is now feasible to carry out molecular dynamics simulations of proteins in water that are long compared to the overall tumbling of the molecule. Here, we examine rotational diffusion in four small, globular proteins (ubiquitin, binase, lysozyme, and fragment B3 of protein G) with the TIP3P, TIP4P/EW, and SPC/E water models, in simulations that are 6 to 60 times as long as the mean rotational tumbling time. We describe a method for extracting diffusion tensors from such simulations and compare the results to experimental values extracted from NMR relaxation measurements. The simulation results accurately follow a diffusion equation, even for spherical harmonic correlation functions with l as large as 8. However, the best-fit tensors are significantly different from experiment, especially for the commonly used TIP3P water model. Simulations that are 20 to 100 times longer than the rotational tumbling times are needed for good statistics. A number of residues exhibit internal motions on the nanosecond time scale, but in all cases examined here, a product of internal and overall time-correlation functions matches the total time-correlation function well.

1. Introduction

Macromolecules in aqueous solution undergo a variety of thermal motions. Their overall rotational tumbling is regulated by frequent collisions with light water molecules. For a nearly rigid molecule, this physical model should lead to diffusive rotational behavior, where the reorientation of a unit vector attached to the molecule undergoes a random walk on the surface of a sphere. If \( c(n,t) \) is the probability density for finding the vector pointing direction \( n \) at time \( t \), a spherical molecule should follow a simple diffusion equation:1,2

\[
\frac{\partial c(n,t)}{\partial t} = D\nabla^2 c(n,t) = -D_{\text{rot}}\partial_t^2 c(n,t) \tag{1}
\]

Here \( \partial_t^2 \) is a (dimensionless) angular momentum operator. A nonspherical molecule will tumble more rapidly about some directions than about others, causing the diffusion constant \( D_{\text{rot}} \) to become a tensor:

\[
\frac{\partial c(\Omega,t)}{\partial t} = -\sum_{ij} \hat{I}_i \cdot \text{D}_{ji} \hat{I}_j c(\Omega,t) \tag{2}
\]

Here \( \Omega \) represents the Euler angles that specify the orientation of the macromolecule.

The most powerful way to measure macromolecular diffusion is by NMR relaxation, since it is very sensitive to both the overall tumbling frequency and its anisotropy.3,4 For a rigid molecule that rotates as a whole, the influence of molecular motion on spin transition rates is governed by components of a spectral density function, \( j(\alpha) \), which is the Fourier transform of a time-correlation function:

\[
C_{\text{rot}}(\tau) = \left< \frac{4\pi}{2l+1} \left| Y_{lm}^* (n(0)) Y_{lm}(n(\tau)) \right|^2 \right> \tag{3}
\]

For dipolar coupling, the unit vector \( n \) lies along the vector connecting the two spins, whereas for axial CSA tensors, it is the direction of unique principal component of the shielding tensor. The brackets in eq 3 indicate an average over all the molecules in the ensemble, and \( Y_{lm} \) is a spherical harmonic. For most aspects of NMR relaxation, the \( l = 2 \) terms are needed, but experiments such as dielectric relaxation depend on \( l = 1 \). If there is no preferred direction in space, as in isotropic solution or in a randomly oriented powder, the expression in eq 3 is independent of the subscript \( m \), and we can average over the \( 2l + 1 \) possible values using the spherical harmonic addition theorem. This gives

\[
C(\tau) = \left< P_x (n(0) \cdot n(\tau)) \right> \tag{4}
\]

where \( P_x (x) \) is a Legendre polynomial.

The analysis of NMR relaxation data typically assumes that the rotational motion of a compact and folded protein follows eq 2, so that the goal of the analysis is to determine the principal values and orientation of the diffusion tensor \( D \). Deviations from the behavior predicted for a single diffusion tensor are generally taken as evidence for internal motion (i.e., for nonrigid behavior), most commonly using a model-free formalism that assumes a statistical independence of internal and overall motion.5,6 While there is no question that this overall description is qualitatively correct for many well-folded proteins, quantitative analyses of NMR relaxation data increasingly face questions about the correctness of these assumptions. Does overall rotation follow diffusion theory (with a single tensor \( D \)), or would it be more correct to adopt a model with a distribution of tensors or correlation times?5,7 Are typical internal motions of proteins uncorrelated with overall rotational motion, and can we approximate the full correlation function as a product of separate overall and internal functions? As proteins become more disordered (either in toto or as a result of floppy “tails”), how quickly do these standard models fail?

In principle, molecular dynamics simulations should have a lot to say about these questions, since they provide a very detailed (albeit approximate) description of macromolecular...
2. Theory and Numerical Methods

2.1. Basics of Rotational Diffusion. For isotropic diffusional motion, solutions to eq 1 are easily computed for any value of $l$, and the correlation functions are single exponentials:\textsuperscript{12}

$$C_l(\tau) = \exp[-l(l+1)\tilde{D}_{\text{rot}}\tau] \quad (5)$$

Things are more complex for anisotropic molecules, even though the general solution of the anisotropic rigid body diffusion problem has been known for many years.\textsuperscript{4} It is a straightforward but algebraically complex matter to compute the time correlation function for a vector fixed to the rigid body using the Green’s function of the rotational diffusion operator.\textsuperscript{12,13} The same result has been obtained without direct use of the diffusion operator eigenfunctions.\textsuperscript{14} For $l = 1$, the correlation function generally will be written as a sum of three exponentials:\textsuperscript{12}

$$C_1(\tau) = \sin^2 \theta \cos^2 \varphi \exp[-(D_x + D_y)\tau] +$$

$$\cos^2 \theta \exp[-(D_x + D_y)\tau] +$$

$$\sin^2 \theta \sin^2 \varphi \exp[-(D_x + D_z)\tau] \quad (6)$$

Here, the polar angles give the orientation of $n$ in the principal axis frame of the diffusion tensor. Rank 2 correlation functions have five exponentials that have been written down in many places.\textsuperscript{2,14–17} For simplicity, we show here results for a symmetric top (where $D_y = D_z$), which has three exponential terms; numerical calculations, however, were done using the fully anisotropic expression.\textsuperscript{17}

$$C_2(\tau) = \frac{1}{4} \{3 \cos^2 \theta - 1\}^2 \exp[-6D_z\tau] +$$

$$12 \cos^2 \theta \sin^2 \varphi \exp[-(5D_x + D_y)\tau] +$$

$$3 \sin^2 \varphi \exp[-(2D_x + 4D_y)\tau] \quad (7)$$

Hence, for anisotropic rotation, the simple dependence of the decay times on $l(l + 1)$ seen in eq 5 no longer holds, although it is still on average valid to first order in the anisotropy (see eq 11 below).

2.2. Fitting the Diffusion Tensor: Singular Value Decomposition Procedure. In order to see how well correlation functions from MD simulations match diffusional behavior, we need to have a procedure for determining the optimal tensor. Here, we use a procedure that was developed for the analysis of NMR relaxation data,\textsuperscript{18–20} and which is well-suited for adaptation to the analysis of MD simulations. Although these correlation function decays are expected to be multieponential, the proteins considered here have relatively small anisotropies, and it is not realistic to try to extract multiple decay times from the overall curves. Instead, we consider the average (or “effective”) correlation time for a particular vector, $n$ (e.g., a backbone $N$–$H$ bond vector or a randomly chosen direction in the molecular frame), which can be defined as

$$\tau(n) = \int_0^\infty d\tau \langle P_n[n(0) \cdot n(\tau)] \rangle \quad (8)$$

where

$$\langle P_n[n(0) \cdot n(\tau)] \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T P_n[n(t) \cdot n(t - \tau)] \, dt \quad (9)$$

is the usual time correlation function of a Legendre polynomial of order $l$. Note that $\tau(n) = \tau(0)$, the zero-frequency component of the corresponding spectral density function. This correlation time is related to a “local” or effective diffusion constant by:

$$d_{\text{loc}}(n, l) = \frac{1}{l(l + 1) \tau(n)} \quad (10)$$

Assuming that the rotational motion of $n$ can be described by a Brownian motion model, it can be shown that, for diffusion tensors with small anisotropy, $d_{\text{loc}}(n, l)$ may be written as a quadratic function in $n$:\textsuperscript{18–20}

$$d_{\text{loc}}(n, l) = n^T Q n \quad (11)$$

where

$$Q = \frac{3D_{\text{av}} I - D}{2} \quad (12)$$

(This can be directly established by inserting eq 6 or eq 7 into eq 8, expanding in powers of $D_x \sim D_y$, and simplifying terms.) The tensors $D$ and $Q$ encode equivalent but complementary information: whereas $1/[l(l + 1)\tilde{D}_{\text{rot}}]$ is the time constant for diffusion about the $k$th axis (in the principal axis frame of the diffusion tensor), $1/[l(l + 1)\tilde{Q}_{kk}]$ gives the time constant for the rotational diffusion of the $k$th axis.\textsuperscript{19} Since the right-hand side of eq 11 is independent of $l$, $d_{\text{loc}}$ should also be independent of $l$ when the motion is well-characterized as rotational diffusion of $n$. Indeed, one test of whether a diffusion model fits the MD data is to examine the dependence of $d_{\text{loc}}$ (or equivalently $\tau$) on $l$.\textsuperscript{2,11}

In NMR experiments, $d_{\text{loc}}$ (or $\tau(0)$) is generated from data that report on the spectral density function of rank 2 interactions.
(e.g., dipolar and CSA) so that $d_{\text{loc}}(n, z) = 1/6 \tau_2(n)$ is taken to be the relevant local diffusion constant. Here, $n$ is often a backbone N–H bond vector, and $d_{\text{loc}}(n, z)$ is computed as a function of $R_2(n)/R_1(n)$ (or related quantities, such as $(2R_2 - R_1)/R_1$), where $R_1$ and $R_2$ are longitudinal and transverse relaxation rates.20,21 (Various analysis procedures can be used to minimize the effects of internal motion.) From MD simulations, we can only compute reliable values of $C(t)$ for relatively short times $\tau$; our method to obtain $d_{\text{loc}}(n, z)$ is described in section 2.3, below. In this way, the local diffusion constants become a key intermediate quantity that can be estimated from both NMR experiments and from simulations; in this respect, they play much the same role here as the model-free parameters $S^2$ and $\tau_c$ play in the analysis of internal motions by MD.

Equation 11 can also be written in the form

$$d_{\text{loc}}(n, z) = A^T(n)Q$$

where $A^T(n) = [x^2, y^2, z^2, 2xy, 2yz, 2xz]$, and $Q^T = [Q_{xx}, Q_{yy}, Q_{zz}, Q_{xy}, Q_{yz}, Q_{zx}]$. Here $x$, $y$, and $z$ are Cartesian coordinates of the vector $n$ in the molecular coordinate system. Data from $N$ vectors may then be used to fit the diffusion tensor by constructing a column vector whose components are $d_{\text{loc}}(n, z)$, whereupon eq 13 becomes a matrix equation whose left-hand side is a column vector of length $N$, and $A^T(n)$ is an $N$-by-6 matrix. This may be solved for $Q$ (and therefore $D$) using singular value decomposition (SVD).22 The resulting $D$ is then diagonalized to yield its principal components and principal axes. Such tensors are often characterized by their isotropic diffusion constants $D_{\text{iso}} = (D_x + D_y + D_z)/3$ and their anisotropy ($\Delta$) and rhombicity ($\delta$), defined as:23

$$\Delta = \frac{2D_z - D_x - D_y}{D_x + D_y + D_z}$$

$$\delta = \frac{3}{2} \frac{(D_x - D_y)}{D_x + D_y} - \frac{1}{2} \frac{D_z}{(D_x + D_y)}$$

Here, $D_z \leq D_y \leq D_x$ are principal values of the diffusion tensor.

Equation 13 is only strictly valid in the limit of small anisotropy in $D$, but we expect the errors due to this assumption to be moderate. In particular, it has been shown with simulated data assuming an axially symmetric tensor, that fractional errors in $D_{\text{iso}}$ and $D_x/D_y$ are no greater than a few percent for tensors with anisotropies in the range we consider here.19 This should be sufficient for analyses of the accuracy of molecular mechanics potentials and the adequacy of the sampling provided by trajectory lengths currently accessible by MD simulation.

We have selected the directions $n$ randomly from directions uniformly distributed on the unit sphere; for the calculations reported here, 1000 such directions were used. The time-correlations functions for these vectors were generated by applying the orthogonal matrix that rotates a reference structure (the average over the trajectory) into the structure at a given time in the MD simulation, that is, the rotation matrix determined by the usual root mean squared deviation (rms) fitting procedure. Though rms fitting instantaneous configurations of the trajectory to a reference structure is a well-established method for removing rotational and translation motion from the analysis of internal motion,24 there is continuing debate about which set of atoms provides the best results for this purpose.25–28 Tests using other choices (such as backbone atoms in regular secondary structure) gave results nearly identical to those reported here. (This lack of sensitivity to the rms fitting scheme might not hold for floppier proteins.)

2.3. Determining Local Diffusion Constants from Simulation Data. From the simulation data, the correlation time is found by integrating the time correlation function as shown in eq 8. While the correlation functions may be easily computed from the trajectories, statistical errors due to finite trajectory length limit the useful data to short delay times $\tau$.29,30 In order to estimate the full integral in eq 8, we resorted to an iterative procedure for estimating $\tau_c$. We define the function $F(n, \tau_c)$:

$$F(n, \tau_c) = \int_0^{\tau_c} dr \langle P[n(t)\cdot n(t - \tau)] \rangle$$

In practice, we simply used the Romberg integrator22 to numerically integrate the correlation functions. If $\langle P \rangle$ is an exponentially decaying function of time delay with decay constant $\tau(n)$, we would have

$$F(n, \tau_c) = \tau_c(n) \left[ 1 - \exp[-\tau_c/n(n)] \right]$$

This can be rearranged to give the following equation, which is to be solved iteratively until self-consistency is achieved between right- and left-hand sides:

$$\tau_c(n) = \frac{1}{\left[ (l + 1)d_{\text{loc}}(n) \right]} = \frac{F(n, \tau_c)}{1 - \exp[-\tau_c/n(n)]}$$

The single time-scale assumption is an oversimplification, given that anisotropic diffusion is known to yield multieponential decaying correlation functions.12–14 We do not expect this to be the limiting factor in the accuracy of our method, given that time constants for the exponentials should differ by less than a factor of 2. However, one must still address the question of what the optimum value of $\tau_c$ is, if it exists at all. As we show below, for most of our data, the results for $D_{\text{iso}}$ are nearly independent of the integration limit $\tau_c$ which is less true for quantities like $\Delta$ and $\delta$.

2.4. Details of the Simulations. We carried out molecular dynamics simulations on the four small, monomeric proteins shown in Figure 1. All calculations used the Amber 9 simulation package33 and the “ff99SB” protein force field.34,35 The water model used was either SPC/E46 or TIP4P/EW,8 we also report results for published simulations35 of ubiquitin and lysozyme using the TIP3P water model.

For all simulations, the crystal structure was immersed in a truncated octahedral box of water, with a buffer of 12 Å between the protein atoms and the edge of the box, so that there is a minimum of 24 Å between any protein atom and an atom of an image in a neighboring unit cell. Sodium or chloride ions were added to neutralize the net charge. Details about the starting structures and number of solvent molecules are given in Table 2. The system was initially equilibrated to 300 K and 1 atm pressure for 0.2 ns, with 1 kcal/mol restraints on all protein atoms, to keep them from moving away from their starting positions. This was followed by an additional 0.1 ns equilibration with 0.1 kcal/mol restraints, followed by a 1 ns NVE simulation with no restraints. The “production” phase of simulation then followed, in the NVE ensemble, for 100 ns (or 200 ns for GB3 + SPC/E). The NVE ensemble was used because we are interested here in dynamical effects, which would be perturbed by use of a thermostat. These systems are large enough (with 15 000 to 30 000 atoms) that the microcanonical and canonical ensembles are nearly the same. The calculations used a 1 fs integration time step and an 8 Å direct-space cutoff for Lennard-
3. Results and Discussion

3.1. Uncertainties in Correlation Functions and Diffusion Tensors. As mentioned above, sampling a finite length trajectory gives rise to nonzero variance or uncertainty in time correlation functions. This is a likely source of nonexponential decays in cases where the trajectory length $T$ does not exceed the true decay time $\tau$ by nearly 3 orders of magnitude. The trajectories surveyed in this study fall in the range $10 < T/\tau < 60$ for $I = 2$. Therefore, any apparent nonexponential character of the correlation functions could easily be a consequence of finite trajectory length. The variance of a Gaussian process may be estimated using the Bartlett formula, which when applied to an isotropic rotational diffusion process yields

$$\sigma(j) = \left\{ \frac{1}{T_s^2} \right\} \left(1 + (1 + 2j_s) \exp(-2j_s)\right)$$  \hspace{1cm} (19)$$

Here, $j$ is the $(j - 1)$th data point in the time series, $T_s = T/\tau$ is the scaled trajectory length, and $j_s = j/\tau$ is the scaled delay. Figure 3 (left) shows a single $I = 2$ correlation function generated from a member of the random initial vector set for the GB3 (ff99sb + SPC/E) trajectory, together with estimates of variance computed using eq 19. The expected variance is small for short delays but becomes larger as $C(\tau)$ decays. For the parameters of the figure, the expected uncertainty in $C(\tau)$ is about 0.06 at $j_s = 1/2$ and grows to 0.09 by the time $j_s = 1$, that is, at a delay time equal to the rotational correlation time; the latter value corresponds to a 23% relative uncertainty, which clearly has a significant impact on the ability to estimate the rate at which the true correlation function decays.

An alternative scheme for characterizing the uncertainty in the correlation function, which would not assume a Gaussian process, might be based on a division of a trajectory into shorter segments. Correlation functions computed for halves and quarters for our trajectory are also shown in Figure 3. At a fixed delay, the correlation functions from the segments provide a distribution of values for the correlation function. The correlation functions from the shorter trajectories cluster about the mean somewhat more tightly than what would be predicted from eq 19, suggesting that the actual reproducibility of results is a little better than predicted by the statistical theory. A less well-behaved result is shown at the right of Figure 3. Here, the deviations of the slopes in the subsections of the trajectory deviate from the full run at shorter delay times (as early as 1 ns), and the spread in results is worse at larger times as well. There is also a noticeable nonexponential character to the correlation function for the full trajectory. Even this result, which is among the worst we saw, could be accommodated by the statistical error bars indicated in the left-hand panel.

Any uncertainties in the slopes in plots like that of Figure 3 will propagate into uncertainties in the fitted diffusion tensors. A simple approach to characterizing this error propagation can be made by again analyzing shorter segments and by varying the integration time $t_f$ in eq 18. Results for $D_{av}$ are shown in Figure 4. For the full trajectories (shown in blue), the results are nearly independent of $t_f$; for GB3, for example, the fitted value varies only between 0.070 and 0.071 ms$^{-1}$ as $t_f$ ranges from 0.1 to 5 ns. Similar behavior is seen for lysozyme and binase, but the dependence on $t_f$ is much stronger for ubiquitin, where the estimate of $D_{av}$ varies by about 20%. Nearly identical behavior is seen for the ubiquitin + TIP4P/EW simulation (data not shown). We do not know why ubiquitin is different from the other three proteins in this respect; it may be due to the presence of the C-terminal tail (see Figure 1), which could lead
to breakdown of the single-diffusion-tensor hypothesis. Further studies on this point are ongoing.

Figure 4 indicates that the precision with which even the average diffusion constant can be determined degrades rapidly with shorter simulations. For example, the four quarters of the GB3 trajectory (50 ns each) are best fit by values of $D_{av}$ that range from 0.06 to 0.08 ns$^{-1}$ at $\tau_f = 2$ ns. Generally, the results at shorter integration times $\tau_f$ match the full trajectory better than those at longer integration times.

One might expect more difficulty in determining the anisotropy or rhombicity of a diffusion tensor, since these quantities depend on the details of the motion rather than just on the
average rotational tumbling time. This expectation is borne out in Figure 5, which shows $\Delta$ and $\delta$ of the fitted tensors as a function of $\tau_f$ for the GB3 simulation. Even for the full 200 ns simulation, the best-fit anisotropy $\Delta$ varies from 1.5 to 2 as a function of $\tau_f$, and the rhombicity parameter $\delta$ ranges from 0.2 to 0.5. Shorter segments of the trajectories show even larger variations. As with $D_{av}$, the most consistent results appear to come from the use of short times for $\tau_f$, but it seems clear that
even longer sampling may be required to determine the extent of anisotropy of the diffusion tensor with good precision.

3.2. Do the Simulations Exhibit Diffusive Motion? While it is always possible to find the best-fit diffusion tensor from the correlation functions of a reorienting molecule, the rotational dynamics need not be diffusive. For example, the rotation of small molecules in solution can be much more inertial in character than one would ordinarily expect for a macromolecule. A more relevant scenario to protein dynamics would be instances where a single diffusion tensor cannot describe global tumbling because of conformational transitions that change the shape of the protein.

With this in mind, we characterize here the degree to which both eq 13 and the full diffusion theory (parametrized using the best fit tensor) are able to reproduce the local diffusion constants from eq 18. Figure 6 shows scatter plots comparing the MD results with diffusion theory. For both molecules (and for others not shown), there are some deviations from the perfect line, especially for the full diffusion tensor model. In spite of these minor deviations, it is clear from Figure 6 that fits of the MD to a diffusion model are actually quite accurate for these proteins. Table 3 shows that the squared correlation coefficients ($r^2$) are all larger than 0.99 when comparing the MD and diffusion model results for $d_{loc}$.

A hallmark of diffusion theory is that time correlation functions decay as $1/[l(l+1)D_{av}]$ in the limit of small anisotropy. In Figure 7, we present histograms of the ratio $d_{loc} - (l^2)/d_{loc} (l = 1)$ for 1000 random directions for the GB3 and ubiquitin simulations. Equation 11 implies that this ratio, for diffusional motion, must be equal to 1 in the limit of small anisotropy. Small anisotropy is not assumed in the diffusion results in Figure 7, so that some deviations from unity are expected. For both the full diffusion theory and the MD simulations, there are indeed small deviations from unity, up to 4% for GB3 ($l = 2$) and up to about 0.4% for the more spherical ubiquitin. The magnitudes of the deviations from unity are roughly the same for the simulation as for diffusion theory, indicating that the diffusion model is a rather accurate representation of the simulation results.

An extension of this analysis to higher values of $l$ is given in Figure 8. This shows that $D_{av}$ changes by only a few percent as $l$ varies from 1 to 8 and that again there is a weak dependence on $r_f$. The fitted anisotropy parameter $\Delta$ is a stronger function of both $l$ and $\theta_f$, in agreement with the results noted above. This independence of $l$ has been noted in earlier MD studies of rotational diffusion.

3.3. Comparison to Experiment. In Table 3, we present a comparison of experimentally determined $D_{av}$, $\Delta$, and $\delta$ with

<table>
<thead>
<tr>
<th>Protein (force field)</th>
<th>$D_{av}$ (ns$^{-1}$)</th>
<th>$\Delta$</th>
<th>$\delta$</th>
<th>$r^2$ (eq 13)</th>
<th>$r^2$ (eq 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB3 (ff99sb + SPC/E)</td>
<td>0.070</td>
<td>1.81</td>
<td>0.33</td>
<td>0.9992</td>
<td>0.9955</td>
</tr>
<tr>
<td>GB3 (ff99sb + TIP4P/EW)</td>
<td>0.060</td>
<td>1.58</td>
<td>0.45</td>
<td>0.9998</td>
<td>0.9960</td>
</tr>
<tr>
<td>GB3 (experiment$^a$)</td>
<td>0.055</td>
<td>1.45</td>
<td>0.37</td>
<td>0.9995</td>
<td>0.9912</td>
</tr>
<tr>
<td>ubiquitin (ff99sb + TIP3P$^e$)</td>
<td>0.109</td>
<td>2.32</td>
<td>0.27</td>
<td>0.9985</td>
<td>0.9973</td>
</tr>
<tr>
<td>ubiquitin (ff99sb + TIP4P/EW)</td>
<td>0.046</td>
<td>1.18</td>
<td>1.08</td>
<td>0.9998</td>
<td>0.9963</td>
</tr>
<tr>
<td>ubiquitin (experiment$^a$)</td>
<td>0.041</td>
<td>1.16</td>
<td>0.268</td>
<td>0.9997</td>
<td>0.9956</td>
</tr>
<tr>
<td>binase (ff99sb + SPC/E)</td>
<td>0.034</td>
<td>1.47</td>
<td>0.64</td>
<td>0.9997</td>
<td>0.9956</td>
</tr>
<tr>
<td>binase (experiment$^a$)</td>
<td>0.028</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>lysozyme (ff99sb + TIP3P$^e$)</td>
<td>0.064</td>
<td>1.69</td>
<td>0.56</td>
<td>0.9997</td>
<td>0.9924</td>
</tr>
<tr>
<td>lysozyme (ff99sb + SPC/E)</td>
<td>0.032</td>
<td>1.31</td>
<td>1.24</td>
<td>0.9999</td>
<td>0.9971</td>
</tr>
<tr>
<td>lysozyme (experiment$^a$)</td>
<td>0.024</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$ Fitted to asymmetric top model; corrected from 297 K and 9% D$_2$O; from ref 23. $^b$ Fitted to asymmetric top model; from ref 39. $^c$ Corrected from 303 K; from ref 40. $^d$ Corrected from 308 K and 5% D$_2$O; from ref 41. $^e$ Simulation described in ref 35.
results obtained from the MD simulations. Experimental results were adjusted for temperature and D$_2$O content to standard conditions (pure H$_2$O at 300 K). Adjustments were based on the Stokes–Einstein relation

$$\tau = \frac{4\pi \eta r^3}{3kT}$$  \hspace{1cm} (20)

implying

$$D'_{sv} = D_{sv} \frac{T'}{T} \frac{\eta}{\eta'}$$  \hspace{1cm} (21)

Here, $\tau$ is the correlation time, $\eta$ is the solvent viscosity, $r$ is the molecule (assumed spherical) radius, at temperature $T$. The temperature dependence of water viscosity was taken from standard tables. The presence of D$_2$O was accounted for by assuming that $\eta_{D_2O}(T) = 1.23\eta_{H_2O}(T)$, giving

$$\eta(T) = \eta_{H_2O}(T)(1.23f_{D_2O} + f_{H_2O})$$  \hspace{1cm} (22)

Aside from the TIP3P trajectories, the simulation values of $D_{sv}$ are 10 to 30% larger than their experimental counterparts, as might be expected from the self-diffusion constants given in Table 1. Whereas $D_{sv}$ for GB3 in SPC/E water is noticeably larger than for GB3 in TIP4P/EW water, the corresponding results for ubiquitin are remarkably close to one another. This is apparent in Figure 9, where we present simulation and experimental $D_{av}$ as a function of inverse molecular weight. Error bars in Figure 9 were obtained by taking the larger of the difference between the maximum or minimum and average $D_{av}$ for the complete trajectories integrated over the delay intervals shown in Figure 4. Whereas experimental results obey the Stokes–Einstein relation (eq 20), which states that the diffusion tensors should be inversely proportional to volume (and hence to molecular weight, since the densities vary by less than 1% in these simulations), the SPC/E trajectories deviate from this expected behavior. However, with only four points, it is hard to know how much to make of this.

Figure 10 shows $d_{loc}$ as a function of residue for two GB3 simulations (both with $\tau_f = 1.0$ ns) and for experiment. The
simulation results are obtained from integration of $C_{\text{rot}}(t)$ generated by backbone NH bonds, whereas the experimental data were determined as described by Hall and Fushman. The "comb-like" structure (between residues 23 and 39) in the $d_{\text{loc}}$ data for GB3 (ff99sb + SPC/E) is generally characterized by slower diffusion than the remainder of the protein. Previous work has established that this is due to alignment of NH bonds within the central helix along the helix axis, which is also roughly parallel to the diffusion tensor axis of symmetry, as can be seen in Figure 1. Overall, the shapes of the three curves are in good agreement with one another, but the degree of contrast between the central $\alpha$-helix (residues 25–35) and the surrounding $\beta$-sheets is greater in the simulations than the experiments. (The increased anisotropy in the top two traces in Figure 10, compared with the bottom trace, is maintained if the trajectory is broken into halves or quarters.) This shows that the key qualitative features of the shape of the diffusion tensor are reproduced in the simulation. As expected from Figure 9, $d_{\text{loc}}$ are largest for the simulation in SPC/E water and smallest for the experiment.

3.4 Factorization into Internal and Overall Correlation Functions. The extraction of a rotational diffusion tensor from MD simulation (or from experimental relaxation data) assumes that separation (in a statistical sense) of global tumbling and internal motion can be achieved. In terms of the time correlation functions of interest in NMR relaxation, this can be expressed:

$$\langle P_t [n^{\text{LF}}(0) \cdot n^{\text{LF}}(t)] \rangle \approx \langle P_t [n^{\text{MF}}(0) \cdot n^{\text{MF}}(t)] \rangle \quad (23)$$

In eq 23, the reorientation of the protein is described by the $\Omega$ terms, whereas the motion of a particular vector (e.g., a backbone amide N–H vector) in the molecular frame is described by the terms involving $n^{\text{MF}}$. A physical uncoupling of overall and internal motions does not necessarily imply factorization of the global and internal motion correlation functions:

$$\langle P_t [n^{\text{LF}}(0) \cdot n^{\text{LF}}(t)] \rangle \approx C_{\text{rot}}(t) C_{\text{int}}(t) \quad (24)$$

It is well-known that factorization cannot be exact when overall rotation is anisotropic, even when the two types of motion are statistically independent. Furthermore, a large class of functionally relevant protein dynamics involving large amplitude internal motions on the same time scale as global rotation would not be expected to be factorizable. Nevertheless, a product form for the total correlation function is often assumed in analysis of NMR relaxation data, especially in conjunction with the use of the Lipari-Szabo model free (LS-MF) approach.

With this in mind, we compare the total correlation function of backbone amide NH vectors, $C_{\text{rot}}(t)$, with product form correlation functions $C_{\text{rot}}(t) C_{\text{int}}(t)$, where the factors are given by

$$C_{\text{rot}}(t) = \langle P_t [\Omega(t) n^{\text{LF}}(0) \cdot n^{\text{LF}}(0)] \rangle \quad (25)$$

$$C_{\text{int}}(t) = \langle P_t [n^{\text{MF}}(t) \cdot n^{\text{MF}}(0)] \rangle \quad (26)$$

In eq 25, $\Omega(t)$ denotes the time-dependent Euler angle transformation that rotates the laboratory fixed (LF) reference axis system into the protein molecular frame. In the present work, $\Omega(t)$ is generated using the standard rms fitting procedure, implemented with the ptraj routine within the Amber 9 package. $C_{\text{rot}}(t)$ is then determined by applying $\Omega(t)$ to the NH vectors of interest at their initial LF orientation (in the reference structure). The internal correlation function, $C_{\text{int}}(t)$, is simultaneously computed with ptraj. In practice, we first computed the time-averaged internal structure of a protein during the trajectory and then used this average structure as the reference structure to perform the rms fits to generate both $C_{\text{rot}}(t)$ and $C_{\text{int}}(t)$.

Figure 11 shows typical internal correlation functions, which decay to plateau values with varying internal time constants; similar plots have been presented many times before. Many N–H vectors (such as in residues 49 in GB3 or 63 in ubiquitin) decay to constant values on a time scale of a few picoseconds, with order parameters (their asymptotic values) above 0.8. It is hardly surprising that these correlation functions factor almost perfectly. Of greater interest are floppier residues, with order parameters less than 0.8 and internal decay times that are comparable to overall tumbling times: see, for example, residue 41 in GB3, whose internal correlation function decays with a $\tau_i$ of 2.1 ns. Such slow decays have received much less attention, since they can only be reliably observed with fairly long simulations.

In Figure 12, we compare $C_{\text{rot}}(t)$ with $C_{\text{rot}}(t) C_{\text{int}}(t)$ for selected backbone amide NH vectors. The product correlation
functions are indistinguishable from the total correlation functions for delays shorter than 1 ns; small deviations beyond this are probably dominated by statistical noise in the correlation functions. For many residues, the agreement remains good for longer delays, including past lag times where the correlation functions are clearly dominated by noise. Residues in both relatively rigid secondary structure elements and those in flexible regions can be found in this category. For a small minority of residues (such as residue 13 in GB3), significant deviations of $C_{\text{rot}}(\tau)C_{\text{int}}(\tau)$ from $C_{\text{rot MD}}(\tau)$ can be found for delay times between 1 and 3 ns. These are associated with floppy residues located within or near flexible loops or chain termini. In these cases, the divergences generally occur at lag times beyond which strongly nonexponential behavior is seen in the correlation function decays and for which statistical noise may dominate. Thus, for almost all residues we surveyed, agreement between the product form and the sampled total correlation functions was excellent at least up to delays where finite trajectory length may cause the correlation functions to have large uncertainties.

4. Conclusions

Molecular simulations of macromolecules offer a unique window into microscopic aspects of time-dependent phenomena, but relatively little attention has been paid to the accuracy of current force fields in describing overall motion such as rotational diffusion. Because the self-diffusion constants of popular water models like TIP3P are so much larger than experiment, it is long been suspected that protein diffusion would be too fast, and this is borne out by the current simulations. Rotational diffusion constants appear to be somewhat too large even for models like SPC/E and TIP4P/EW, whose self-diffusion constants are in better agreement with experiment. Rotational diffusion probes a sensitive balance between water–water and water–protein hydrogen-bond (and other) interactions, and work to optimize this behavior should lead to more realistic molecular simulations. It is likely that the details of hydration layer around proteins are inaccurate in all common protein–water potentials. Since the amplitudes and time scales of internal motions are likely to be coupled to overall
motion, finding potentials that give a good account of global diffusional is likely to be a prerequisite for correct simulations of internal motions as well.

We only consider here the behavior of small, well-folded proteins, whose global behavior is expected to conform to a diffusion model with a single, global diffusion tensor. The simulations for the most part bear this out, although the details of the ubiquitin simulations (in all three water models) show a dependence on the integration time \( \tau \) that is much larger than than seen for the other proteins (see Figure 4). All of the proteins, including ubiquitin, show the expected dependence of relaxation times on \( \langle l \rangle - 1 \rangle \), as shown in Figure 8. These studies on well-folded proteins should provide a reference point for studies of floppier systems (which are in progress), where more significant deviations from a single-diffusion-constant model are expected.

The statistical noise seen in the results in Figure 3 is somewhat discouraging, if not really unexpected. In order to follow these decays reliably, trajectories that are many times longer than the rotational correlation time are required, and these are still time consuming to compute. (As an example, a 100 ns simulation of ubiquitin with SPC/E water requires about 11 days longer than the rotational correlation time are required, and these follow these decays reliably, trajectories that are many times expected.

studies of floppier systems (which are in progress), where more

Analyses of NMR relaxation data typically assume that internal motions are statistically independent from overall diffusion, at least for the types of well-folded systems studied here. Our results seem to confirm this model: even though some \( \mathrm{N}-\mathrm{H} \) vectors show internal decay times that are of the same order of magnitude as overall tumbling, the product approximation in eq 24 is quite well-satisfied, as shown in Figure 12. Again, future studies with floppier proteins should help to clarify the range of applicability of this sort of model.
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