Usage: ./configure [flags] compiler

    where compiler is one of:

        gnu (=gcc/gfortran), intel (=icc/ifort), pgi (=pgcc/pgf90),

        solaris (=cc/f90)

    Optional flags:

      -mpi        Use MPI for parallelization; assumes mpicc is in your PATH;

                  (Note: you must first configure and build a serial AmberTools)

      -cuda       Builds the NVIDIA GPU version of pmemd (pmemd.cuda).

                  with default SPDP hybrid precision.

                  (Note: this option is exclusive of mpi and only works with 

                  gnu at present. CUDA_HOME must point to your cuda build tools

                  installation path.).

      -openmp     Use OpenMP pragmas to parallelize (not available for pgi;

                  only affects NAB and sander QM/MM. For NAB, do not set

                  -openmp and -mpi at the same time.)

      -cygwin     Modifications for cygwin on Windows.

      -windows    Build PMEMD on Windows using the Intel compilers and msmpi.

                  Requires a cygwin installation for building the executables

                  but not for running them.

      -static     Create statically linked executables (not recommended for

                  MacOSX; may not work with some versions of MPI)

      -noX11      Do not build programs that require X11 libraries, e.g. xleap;

                  this is generally requied if -static is chosen

      -nobintraj  Do not include support for binary (NetCDF) trajectory files

      -nosleap    Do not build sleap, which requires fairly modern compilers

      -oldmkl     Set this if you are using MKL version 9 or earlier

      -nosse      Do not optimize for the SSE family of vectorizations

      -altix      Use optimizations specific for the SGI Altix with intel

      -nolfs      Remove compile flags for Large File Support

      -g95        Use g95 instead of gfortran when choosing gnu compilers

      -macAccelerate Use optimized blas/lapack bundled with Mac OS X

      -crayxt5    Use the compiler wrappers for Cray XT5 systems (cc, CC, ftn)

    Rarely used/tested NAB options:

      -scalapack  Use ScaLAPACK for linear algebra (don't specify -mpi as well)

      -noreduce   Avoid reduction under OpenMP

      -logreduce  Perform logarithmic reduction under OpenMP

      -nopar      Do not parallelize 1-2, 1-3 and 1-4 calculations via OpenMP

      -scali      Use Scali MPI option in lieu of Solaris HPC MPI

      -opteron    Options for Solaris AMD Opteron

      -perflib    Use Solaris performance library in lieu of LAPACK and BLAS

      -bit64      64-bit compilation for Solaris

      -rismmpi    Enable MPI 3D-RISM in NAB. Requires setting XTRA_FLIBS

                  environment variable to include Fortran 77 MPI libraries.

                  For OpenMPI: XTRA_FLIBS=-lmpi_f77

                  For MPICH2 : XTRA_FLIBS=-lfmpich

    Environment variables:

      MKL_HOME    If present, will link in Intel's MKL libraries (intel,gnu)

      GOTO        If present, and neither macAccelerate nor MKL_HOME is set, 

                  will use this location for the GotoBLAS2 library

      SSE_TYPES   CPU types for which auto-dispatch code will be produced (Intel

                  compilers version 11 and higher). Known valid options are

                  SSE2, SSE3, SSSE3, SSE4.1 and SSE4.2. Multiple options (comma

                  separated) are permitted.

      XTRA_FLIBS  Add extra Fortran libraries that may be required when linking.
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