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Abstract

The transition state (TS) for the Menshutkin reaction H;N + CH;Cl — H3NCH3+ + CI” in aqueous solution was
located on the free energy surface (FES) by the free energy gradient (FEG) method. The solute-solvent system was
described by a hybrid quantum mechanical and molecular mechanical (QM/MM) method. The reaction path in water
was found to deviate largely from that in the gas phase. It was concluded that, in such a reaction including charge
separation, TS structure optimization on an FES is inevitable for obtaining valid information about a TS in solu-

tion. © 2001 Published by Elsevier Science B.V.

1. Introduction

Transition state (TS) is an important concept in
chemical reactions [1,2]. It is closely related to re-
action rates, providing valuable insights into mo-
lecular reactivities. This has prompted quantum
chemical TS structure optimizations for isolated
molecular systems including complex organome-
tallic reactions for these decades [2]. However, for
reactions in solution, since the bond breaking and
forming processes have to be dealt with, and
moreover, the Avogadro number of molecules are
essentially taken into consideration, it becomes a
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very difficult task to execute geometry optimiza-
tions with the chemical accuracy for not only TSs
but also stable states (SSs). Although several gra-
dient methods for treating solvated molecules have
been developed [3,4], they are based on mean field
approximations and the structures of solvent
molecules are described only effectively. Since:

1. local solute—solvent interactions,

2. microscopic entropy contributions,

3. non-equilibrium solvent dynamics

are of crucial importance in solution, it is urgently
desirable to establish such a method that treats
explicit solvent structures. Monte Carlo (MC) and
molecular dynamics (MD) simulations [5], which
can reproduce the liquid behavior on computers,
are powerful methods satisfying the above re-
quirements. In addition, an empirical valence bond
(EVB) [6] and a hybrid quantum mechanical and
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molecular mechanical (QM/MM) potential [7,8]
have allowed the simulations to model solution
chemical reactions theoretically. For example,
Gao and Xia [9] constructed a two-dimensional free
-energy surface (FES) for the Menshutkin reaction
H;N + CH;Cl — H3;NCHJ + CI” in aqueous so-
lution by MC-QM/MM simulations, thereby pre-
dicting an early TS in accord with the Hammond
postulate [10]. However, when a reaction is
asymmetric, an FES with more than two dimen-
sions is necessary, and accordingly, application of
such an MC strategy seems to be computationally
impractical.

On the other hand, Okuyama-Yoshida et al.
[11] proposed and have recently developed the free
energy gradient (FEG) method [12-14] for locating
stationary optimal structures of molecules on a
multi-dimensional FES. Although the method ne-
cessitates the gradient on a multi-dimensional
FES, its negative is nothing but the force vector
and can be calculated as such an average quantity
that a solute molecule with a fixed structure might
feel in solution. Numerically, such a gradient can
be generated through an equilibrium MD simula-
tion assuming solvent molecules would be equili-
brated prior to the structural change of a solute
molecule. The assumption is a kind of adiabatic
approximation and enables us to locate SS and TS
structures efficiently on an FES. It is emphasized
that the manner of optimization is different from a
grid search method [9] that requires calculations
for unimportant regions as well as for reactive
ones. Recently, the stable zwitterionic structure of
glycine in water has been optimized using the FEG
method with the EVB potential [14]. However, it
should be noted that the EVB method requires a
much more laborious procedure than the QM/MM
method in the parameter fitting. Furthermore, in
the latter, the effect of solvent upon quantum
mechanical charge redistribution of solute can be
taken into account in a self-consistent way [7,8].

Under these circumstances, we have been de-
veloping the FEG method combined with a QM/
MM potential, which should become, in the next
decade, an important and essential step to under-
stand not only chemical reactivities in solution but
also some hidden roles which might be micro-
scopic or dynamic. In this Letter, we introduced

the FEG method combined with the AM1/TIP3P
potential and applied it, for the first time, to the TS
structure optimization for the title Menshutkin
reaction [9,15-20].

In Section 2, the computational method is ex-
plained concisely, followed by the results and dis-
cussion in Section 3.

2. Computational method

We used a QM/MM method to describe the
solution system for the purpose of including the
solvent structures explicitly. The reactant mole-
cules, i.e., H3N and CH;Cl were considered the
QM portion and described by the AM1 Hamilto-
nian [21], while the solvent water molecules were
treated molecular mechanically by the TIP3P
model [22]. For the Lennard-Jones-type interac-
tion between QM and MM atoms, we used the
parameters developed by Gao and Xia specifically
for the reaction [9]. The core—core interaction en-
ergy between QM and MM atoms was evaluated
by the method of Cummins and Gready [23], in
which some additional parameters [7] such as the
Ohno—Kloppman factors are set to zero.

MD calculations were carried out for a system
containing a couple of reactant molecules and 445
water molecules in a rectangular box (22.3 x
22.3 x 27.0 A') with the periodic boundary con-
dition at 300 K. The temperature was kept con-
stant with the Nosé-Hoover chain algorithm [24]
and the system was maintained to be a canonical
(NVT) ensemble. As a result, the mass density in
the box was 1.0 g/cm®. The SHAKE/RATTLE
algorithms were used for the geometry constraints
[25,26], and the non-bonded cutoff distance of 10.0
A was employed. After equilibration MD run for
10 ps, sampling run was executed for 10 ps with a
time step of 0.5 fs. All the MD calculations were
performed with the AMI1/TIP3P potential using
ROAR 2.0 [27-29] partly modified for the present
purpose.

According to the FEG method [11], a force
vector F'¥ on an FES was obtained by

F(q) = — ac;;?S) = < —aV%;(sqs) > (1)
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where ¢° denotes the solute coordinates, G(q°) is
the free energy function, Vxs(q®) is the sum of the
solute potential energy and the solute-solvent in-
teraction energies, and (---) represents an equi-
librium ensemble average. In the QM/MM
formalism, Fs can be represented as

Ves = (P|Hom + Hommm| ), (2)

where ¥ denotes the SCF wavefunction in solution
and ﬁQM and FIQM/MM are the Hamiltonians for
the QM part and the solute-solvent interaction
energy, respectively.

3. Results and discussion

At first, we calculated the gas-phase reaction
path at the AMI1 level with Gaussian 98 [30]
through the following procedure:

1. the TS geometry optimization in the gas phase,

2. on the reactant side, the optimization of the
structural parameters except N-C distance
Ryc, rapging in 0.05 A increments from 1.70
to 3.20 A,

3. on the product side, the optimization of the
structural parameters except C-Cl distance
Rc c1, ranging in 0.05 A increments from 2.30
to 3.40 A.

The reaction coordinate was defined by

Rc_c1 — Rn_c. Here the free energy profile in the gas

phase is assumed to be the same as the enthalpy of

formation profile. The free energy profile for the
reaction in water along the gas-phase structural
change obtained above was calculated by statisti-
cal perturbation theory (SPT) [31]. The resultant
free energy profiles in the gas phase and in water
are shown in Fig. la. Fig. 1b represents the free
energy profile in the vicinity of the top of free
energy barrier in aqueous solution in Fig. la,
where the intervals of N-C in partial geometry

optimizations were reduced to 0.01 A.

The free energy of activation and reaction in
aqueous solution were calculated to be 31.7 and
—18.7 kcal/mol, respectively. Although the latter is
in good agreement with the value of Gao and Xia
(—18 kcal/mol), the former is higher than their
value (26.3 kcal/mol) by ca. 5.4 kcal/mol. This
indicates that the reaction path in the gas phase
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Fig. 1. (a) Free energy profiles in the gas phase and in aqueous
solution along the gas-phase reaction coordinate Rc ¢ — Ry c-
(b) Detailed free energy change around the top of the free en-
ergy curve in water (rectangular region in Fig. 1a).

should not be substituted directly for that in
aqueous solution.

Further, for comparison, we performed the IRC
calculation [32] to obtain the steepest-descent path
from the TS in the gas phase and obtained the free
energy changes in the gas phase and in aqueous
solution along the whole IRC (Fig. 2a) and around
the top of the barrier in solution (Fig. 2b). The
intervals of the IRC were taken to be
~0.12 amu'/?bohr except the region around the
TS in solution, in which the intervals were as short
as ~0.03 amu'/?bohr.

The free energy of activation obtained by this
procedure was 27.6 kcal/mol, whereas the reaction
free energy could not be calculated because of the
limited range that the IRC calculation can trace.
Those structures that correspond to the maxima of
the free energy curves in Figs. 1b and 2b are
hereafter referred to as TSa and TSh, respectively.
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Fig. 2. (a) Free energy profiles in the gas phase and in aqueous
solution along the gas-phase IRC. (b) Detailed free energy
change around the top of the free energy curve in water (rect-
angular region in Fig. 2a).

Next, for the TS structure optimization in so-
lution, we chose TSb as the initial geometry and
then started the optimization in a similar way to
the steepest-descent-path following procedure. At
each optimization step, the atomic positions were
updated along the direction of the average force
vector F*¥(q°) by the displacement vector that was
calculated by multiplying F"*(q*) by a scaling
constant. During the optimization, if the compo-
nential force acting on N, C and Cl atoms remain,
their signs were changed. Despite the simple
scheme adopted here, the minimum root mean
square (RMS) force resulted in 0.010 hartree/bohr,
which is smaller than 0.025 hartree/bohr in [14].
Thus, the TS structure (TSc) was fully optimized.
The geometrical parameters for the TS in the gas
phase, TSa, TSb, and TSc are summarized in Fig.
3.
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Fig. 3. Transition-state structures (a) in the gas phase and (b) in
aqueous solution. See text for details. Bond lengths are in
angstroms and bond angles in degrees.

All TSs obtained are earlier than the TS in the
gas phase, which is in accord with the Hammond
postulate. As is the case in TSa or TSbh, TSc shows
the C;, symmetry with the optimized values of
Rn.c and Rc ¢ are 1.97 and 2.07 A, respectively.
They are almost the same values as those obtained
by Gao and Xia [9], which were 1.96 and 2.09 A,
respectively. However, it can be recognized in Fig.
3 that the N-C bond lengths for TSa and TSb are
shorter than Ry.c for TSe by 0.10 and 0.04 A,
respectively, while the C-Cl distances are shorter
by 0.15 and 0.05 A, respectively. TSc is the earliest
among the three TSs in solution, while TSa and
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TSb, which reflect the gas-phase characters, are
closer to the TS in the gas phase than TSc. One
can understand therefore that, in aqueous solu-
tion, the reaction should proceed accompanied
with such a structural deformation to enhance the
charge separation and, inversely in the gas phase,
it should do keeping itself tight to inhibit the
charge separation. As for the free energy differ-
ences that were calculated by SPT, it was found
that TSa and TSb are less stable than TSc by 4.6
and 0.8 kcal/mol, respectively. Taking account of
these errors in the free energy in Figs. 1 and 2, the
free energy of activation become 27.1 and 26.8
kcal/mol, respectively. Thus, under the additional
influence of the TS shift toward the reactant side,
there should have emerged large errors in the
structure and energy at TS, especially when such
bond lengths as Ry.c and Rc_cy were used as a
reaction coordinate to plot the free energy profile.
It should be additionally noted that, in contrast to
the case of asymmetric reactions discussed here,
the effect of hydration upon the TS structure can
be small in the symmetric Sy2 reaction
ClI” + CH;Cl — CH;3Cl + CI™ [33]. Although the
large deviation in the asymmetric reaction is
mainly because the partial optimization at a fixed
structural parameter does not give a steepest-de-
scent path for a reaction in the gas phase, the IRC
calculation, which gives the steepest-descent one in
the gas phase, cannot necessarily work properly
for a simulation in solution; the area the IRC can
trace is not so wide. Therefore, a free energy cal-
culation with respect to a bond length is un-
avoidable in many cases, but it should be followed
by the TS optimization using, e.g. the FEG
method, to obtain a reasonable result.

Finally, the solvation structures for TSs are
discussed. The radial distribution functions
(RDFs) with respect to the CI-OW and CI-HW
distances are shown in Figs. 4a and b, respec-
tively.

For the better statistics, the RDFs were ob-
tained by taking an average over three RDFs that
were calculated from three independent trajecto-
ries each containing 30 ps run after 10 ps equili-
bration. One observes that the strength of the
interaction between Cl and water molecules in-
creases in the order of TSa, TSb, and TSc. The
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Fig. 4. (a) CI-OW and (b) CI-HW radial distribution functions
for TSs in aqueous solution.

calculated Mulliken charges of Cl for TSa, TSh,
and TSc were —0.58, —0.65, and —0.67, respectively
(Table 1), accounting for the order of the strength
of solute-solvent interaction.

Also noted is that the first peaks for TSc are
both sharp compared to those broad ones ob-
tained by Gao and Xia [9]. This is probably due to
the difference in the formulas employed for cal-
culating QM-MM interaction energies. Taking
into account that the method of Cummins and
Gready adopted presently gives good interaction
energy curves as found by Luque et al. [34] and
that the peaks for the TS for the symmetric Sy2
reaction are not broad but relatively sharp [33], the
present RDFs are considered to be more appro-
priate and reliable.

In this Letter, we studied the TS for the Men-
shutkin reaction between ammonia and methyl
chloride in aqueous solution by the combined
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Table 1
Charge distributions for TSa, TSh, and TSc*
Species Gas phase Aqueous solution
H;N CH; Cl H;N CH; Cl
TSa 0.11 0.33 —-0.44 0.19 0.39 —-0.58
TSb 0.11 0.37 -0.48 0.21 0.44 —-0.65
TSc 0.11 0.39 -0.50 0.20 0.47 —-0.67

 Calculated by the Mulliken population analysis.

FEG and QM/MM method. It has been found,
through the comparison with other theoretical
results for the reaction, that the FEG method
provides quite reasonable information about the
structure and energy for reactions in solution
within the theoretical level employed. Its applica-
tions to other chemically reacting systems are also
possible, even if some more sophisticated optimi-
zation algorithms [2] might be needed. In addition,
because of its inherent properties to use the MD
simulation and to describe solvent molecules ex-
plicitly, it could be extended so as to investigate
the dynamic aspects of solution chemical reac-
tions. Further development of the method along
this line is now in progress.
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